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ABSTRACT
Platooning of cars or trucks is one of the most relevant applica-
tions of autonomous driving, since it has the potential to greatly
improve efficiency in road utilization and fuel consumption. Tradi-
tional proposals of vehicle platooning were based on distributed
architectures with computation on board platoon vehicles and di-
rect vehicle-to-vehicle (V2V) communications (or Dedicated Short
Range Communication - DSRC), possibly with the support of road-
side units. However, with the introduction of the 5G technology
and of computing elements at the edge of the network, according to
the multi-access edge computing (MEC) paradigm, the possibility
emerges of a centralized control of platoons through MEC, with
several significant advantages with respect to the V2V approach.
For this reason, in this paper we investigate the feasibility of vehicle
platooning in a centralized scenario where the control of vehicle
speed and acceleration is managed by the network through its MEC
facilities, possibly with a platooning-as-a-service (PaaS) paradigm.
Using a detailed simulator, we show that, with realistic values of
latency and packet loss probability, large platoons can be effectively
controlled by MEC hosts.
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1 INTRODUCTION
Platooning of cars and trucks has been one of the objectives of re-
search in autonomous driving since 1986, when Daimler launched
the visionary European EUREKA 45 Project PROMETHEUS (PRO-
graMme for a European Traffic of Highest Efficiency and Unprece-
dented Safety) [20]. Standard approaches to platooning are based
either on a distributed approach and direct vehicle-to-vehicle (V2V)
communications, or on the support of roadside units [10]. How-
ever, with the emergence of 5G radio access networks (RANs),
their attention to machine type communications (MTC) and to the
automotive domain in particular, the possibility of centralized ap-
proaches based on cellular communications and multi-access edge
computing (MEC) becomes interesting [18].

The advantages offered by a centralized MEC-based platoon
control are many. First of all, it allows interaction among vehicles
equipped with heterogeneous hardware and the integration with
other systems for the management of road vehicles. In addition, it
simplifies the update and the upgrade of control algorithms with
no changes of the software on board vehicles. Third, it can pro-
vide better resilience to errors, since it requires redundancy only
for MEC elements. Fourth, it avoids shadowing problems due to
vehicles along the road (either belonging to the platoon or not)
and enables to simply decouple the control of platoons and the
management of emergency situations, which will continue to be in
charge of on board facilities. Last, but quite relevant, it offers very
good scalability, as we will see later in this paper.

On the negative side is the need for cellular coverage, but this
should not be critical on high traffic motorways. In addition, it
requires access to the same MEC by users of different mobile op-
erators. However, this latter aspect should not be problematic in
future sliced networks, where different tenants will offer services
to their customers on a shared infrastructure.

In this paper we look at such a 5G scenario, investigating the
feasibility of a platooning application where data about vehicle
movement are collected by onboard sensors and transmitted over
the RAN to a MEC element, where they are stored and processed
to generate actuation commands. Those commands are transmit-
ted from the MEC to vehicles, again through the RAN, so as to
effectively control the platoon inter-vehicle distance. In particular,
we report on the development of a detailed simulation tool for the
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investigation of such a 5G platooning scenario, and we present re-
sults that allow for the assessment of the impact of communication
delays and packet losses on the platoon performance.

Our main performance metrics relate to the permissible platoon
length and the allowed inter-vehicle distance, with the associated
saving in fuel consumption. We find that platoons of several tens
of vehicles can be safely implemented with latency values easily
reachable by 5G RANs, and that it is possible to obtain inter-vehicle
distances allowing significant fuel savings. We also show that the
introduction of a non-zero packet loss probability, up to 2%, does
not undermine performance. Moreover, the paper highlights the
relationship between network/computing delays and actuation lags,
modelling real power train and braking system conditions, by show-
ing the relevant impact they have on the achievable maximum ab-
solute distance control error. Finally, we show that a MEC-centered
platooning can invariably operate when the number of vehicles
per platoon scales up, and this result is achieved by abundantly
remaining inside the available bandwidth in up/down links and
processing capability at the MEC.

The rest of this paper is organized as follows. In Section 2, we
comment on previous work. Section 3 overviews legacy platoon
control approaches. Section 4 presents our MEC-based approach.
Section 5 briefly describes our simulation framework. Section 6
illustrates numerical results, while Section 7 discusses the impact of
Quality of Service (QoS) parameters on the platooning application.
Finally, Section 8 presents concluding remarks.

2 RELATEDWORK
The key feature of platooning systems is the ability to dynamically
and stably control the distance between vehicles that join a platoon
because they have in common a significant part of their journey
and wish to obtain fuel saving by exploiting the drafting effect [22].

V2V communications and road side units are normally used
to enable platoon control [6, 10, 21]. However, for tight control of
platoons, recent studies [7] have shown that V2V is a viable solution
only when visible light communication is used to complement
IEEE 802.11p and 3GPP V2V and V2X approaches using low GHz
bands [12]. In general, existing works suggest to implement the
platoon control function very close to the platoon, while the cloud
computing paradigm is deemed as inappropriate, due to its relatively
high delay average and jitter when it comes to execute a task and
deliver its results to mobile users. Indeed, latency with customary
cloud premises is of the order of several tens, if not hundreds of
milliseconds [15]. More recently, some researchers have proposed
to run platoon control on the edge of the network [8, 9, 19], where
delay can be reasonably bounded below a few tens of milliseconds.
Such works aim to prove the feasibility of MEC-based platoon
control at a system level and based on the opportunistic offloading
of computational tasks, although they do not study how delay and
its variability affect performance. Instead, in this paper we provide
a more fundamental contribution: we present a comprehensive
study of the impact of latency on the performance of MEC-based
platooning, revealing to which extent network as well as electro-
mechanic actuation lags typical of, e.g., cars and trucks, can hinder
the deployment of platooning-as-a-service (PaaS) applications. The
actuation lag can be modeled as a delay resulting from a first order
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Figure 1: Structure of a legacy vehicle control system

low-pass filter [14, 17], which we use to complement the delay
imposed by data processing and communication between vehicles
and MEC.

3 LEGACY PLATOON CONTROL
In traditional platooning approaches, each vehicle cooperates with
the other platoon members through V2V. Each vehicle is equipped
with an On-Board Unit (OBU) which is in charge of (i) reading data
from on-board sensors, (ii) determiningwhichmaneuvers to initiate,
and (iii) exchanging sensors data with neighboring vehicles’ OBUs.

The OBU. Figure 1 shows the OBU architecture. The Coordina-
tion layer is responsible for processing, according to the control
law, the data from the local on-board sensors and the data received
from other vehicles to determine the acceleration (and speed) val-
ues suitable to maintain the stability of the platoon. The Actuator
layer is in charge of defining the throttle and/or brake commands
required to achieve the desired acceleration. In practice, accelera-
tion changes do not occur instantaneously, but rather progressively,
with an actuation lag. Appendix A reports the expression for eval-
uating the actuation lag according to [14, 17]. The coordination
layer implements a control law that guarantees string stability, i.e.,
perturbations at the head of the platoon must propagate smoothly
towards the tail. Cooperative Adaptive Cruise Control (CACC) is
a well known class of controllers that result in string-stable pla-
toons [14]. We refer the reader to Appendix B for more details on
CACC, which we adopt in our work.

Inter-OBUcommunications.OBUs exchange sensor data over
wireless channels at fixed rate, using data units called Cooperative
Awareness Messages (CAMs) [3] in Europe, and Basic Safety Mes-
sages (BSMs) [2] in the US. Each OBU operates independently and
computes the platoon control law at fixed frequency. Inter-OBU
communication may exploit two different radio access technologies:
IEEE 802.11p operating on a 10 MHz dedicated band at 5.9 GHz, and
LTE-V2V (or C-V2X, in 5G) that uses the cellular spectrum.

Pros and cons of V2V. The main advantage of a pure V2V
approach is that it does not require any network infrastructure.
However, V2V comes with two important drawbacks: (i) as a conse-
quence of the lack of a centralized scheduling policy, both interfer-
ence among vehicles/platoons and channel contention reduce the
efficiency and the scalability of platooning; and, (ii), the communi-
cation range of on-board antennas and the shadowing of vehicles,
whether within the platoon or not, limit the length of platoons.
To enable longer platoons, some messages should be relayed, thus
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causing extra delay and increasing collisions. Cellular-controlled
V2V, like LTE-V2V (mode-3), can overcome the first limitation by
introducing a centralized scheduling policy at the base station (BS),
but it still requires that the CAMs are exchanged by means of the
V2V sidelink, and, when vehicles are connected to different BSs, it
requires the adoption of an inter-BS scheduling coordination.

4 A MEC-BASED PLATOON CONTROL
FRAMEWORK

The introduction of ETSI MEC in the mobile network architecture
has significantly reduced delays between UEs and processors. This
has made the Vehicle-to-Network (V2N) approach feasible for ITS
applications/services that require small and bounded network la-
tency. With the V2N paradigm, each vehicle communicates directly
with the service provider through the RAN, i.e., the BSs, which
overcomes the channel contention problem of the V2V approach.

We combine MEC and V2N communication paradigms to create
a centralized platoon control service deployed as MEC application,
possibly paving the way for a PaaS paradigm offering by mobile
network operators. V2N communication reduces uplink interfer-
ence to a negligible factor in the platoon scenario where the uplink
band is limited. Moreover, the centralized approach allows virtually
unlimited platoon members1, since it is not necessary that all vehi-
cles are within communication range of each other (not even under
the coverage of a same BS). The centralized approach also eases
the management of a multi-platoon scenario and the integration
of other ITS services such as traffic and emergency management.
Another benefit of a centralized controller approach is the simplifi-
cation of the OBU since it is no longer in charge of computing the
control law equations.

Figure 2 shows the architecture of our MEC-based platoon con-
troller application, which consists of four layers:

(1) At the bottom layer lies the OBU which is in charge of (i)
reading the values needed for platoon control from on-board
sensors at fixed time intervals, (ii) interacting with the User
Equipment (UE) module for sending sensor data over the
RAN and receiving back relevant instructions, (iii) actuating
the control instruction coming from the platoon controller.

(2) The next layer contains the RAN, i.e., the UEs embedded
in the vehicles belonging to the platoon, and the BSs that

1The maximum number of cars in a platoon depends on the capabilities of both BSs
and the MEC hosts that are serving the platoon.
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Figure 3: Dependency graph corresponding to the Leader-
and predecessor-following control topology.

are serving them. Multiple BSs may serve different groups
of vehicles within the platoon. Moreover, we assume inde-
pendent unicast transmission between vehicles and platoon
controller. Packet transmission over the RAN incurs delay
and may suffer losses.

(3) The backhaul network is organized in a multi-tiered aggre-
gation ring topology, as in [13]. Transmissions over the back-
haul network imply delay.

(4) The MEC layer is composed of multiple MEC hosts dis-
tributed within the backhaul network of the mobile network
operator. MEC hosts are the computing elements where the
platoon controller application can be deployed.

The platoon controller application residing in the MEC is in
charge of computing the CACC algorithm for each platoon vehi-
cle except the leader. Unlike in distributed platooning approaches
based on V2V, where each OBU performs the computation, in our
MEC framework the computation is centralized and relies on the
data provided by each platoon vehicle; as a consequence, we instru-
ment the controller with a database where to store vehicle data (see
Figure 2), i.e., speed, acceleration and position of all vehicles. This
piece of information is slightly outdated with respect to the current
state of the vehicles as a result of the communication delay. More-
over, while the freshness of the stored data depends on the update
frequency, commonly used fixed-frequency controller models are
unsuitable and inefficient when a centralized controller is deployed
on the MEC. The reason is twofold. First, the time shift between
uplink transmission of the update of each vehicle’s state and the
downlink transmission of platoon control information causes ex-
tra delay. Second, from the controller viewpoint, the state of the
platoon remains unchanged during the time interval between two
consecutive updates; thus, multiple computations of the control law
within this time interval are useless. Note that an increase of update
and control frequency is not the most effective solution; indeed,
while it mitigates the phase shift effect, it causes an inefficient use
of both network and computing resources.

The above arguments led us to adopt an event-driven control
model which is tied to the update frequency and computes the
CACC control law only when new data are available. This approach
has the advantage of issuing control instructions as soon as the state
of the platoon is updated, and of limiting the amount of messages
that vehicles receive.

Unlike in a V2V scenario, where each vehicle receives broad-
cast beacons from all vehicles within its radio coverage and au-
tonomously decides whether or not to use the data of a vehicle
according to the control topology, in a centralized approach the
controller needs to know the whole control topology and derive
the dependencies among platoon members. For example, let us
consider the control topology Leader-and predecessor-following that



is often proposed for the CACC control law. We build the corre-
sponding dependency graph (Figure 3) by reversing the direction
of the edges of the control topology and by adding a loop edge
for each following vehicle. Once an update message is received,
the controller extracts the proximity graph of the corresponding
vehicle and computes the control law for that vehicle. The loop
edges are necessary because the control instruction has to be com-
puted for each vehicle, except the leader, as soon as an update of
its state is received. The amount of instructions per second sent by
the controller is (3𝑛 − 4) 𝑓𝑢 , where 𝑛 is the number of vehicles in
the platoon and 𝑓𝑢 is the update frequency.

5 A REALISTIC EVALUATION FRAMEWORK
For the evaluation of our MEC-based platoon control, we developed
a discrete-event Python simulation framework that incorporates
(i) the MEC application described in Section 4 and (ii) network
delays and processing delays modeled as random variables with
given distributions. Our MEC framework runs on top of a standard
mobility simulation tool, SUMO [11], which offers a built-in platoon
control interface.

Our MEC-based approach inevitably has to cope with non negli-
gible delays, as shown in Figure 4. Starting from the left, the first
delay component (i.e., 𝑇OBU1) is the time the OBU requires to read
data from the on-board sensors and to create the application layer
message for the platoon controller application. The next three com-
ponents, namely 𝑇RAN1, 𝑇BS1, and 𝑇BH1, refer to the uplink delay
from the UE to the MEC:𝑇RAN1 takes into account the time required
by the UE to successfully transmit the packet over the RAN uplink
channel and reach the BS; 𝑇BS1 accounts for the time required by
the BS to process the packet received from the UE and assemble the
IP packet to be sent over the backhaul network;𝑇BH1 represents the
communication delay between the BS and the MEC host where the
platoon controller is deployed. Component 𝑇MEC is the processing
time needed to compute control instructions for the vehicles. The
delay 𝑇MEC depends on the computational capabilities of the MEC
host. The following three delay components, i.e., 𝑇BH2, 𝑇BS2 and
𝑇RAN2, refer to the downlink delay. In particular, 𝑇BH2 represents
the communication delay between MEC host and BS,𝑇BS2 is the BS
processing time, while 𝑇RAN2 is the communication time between
the BS and the UE, which includes scheduling and transmission
times. Finally,𝑇OBU2 is the time required by the OBU to process the
packet received from the UE and to transfer the instructions to the
physical controller of the vehicle, while 𝑇ACT models the actuation
lag of the power/braking system of the vehicle. As described in
previous works like [7, 16], this latter delay component strictly
depends on the specific vehicle.

The overall delay observed at the platoon is a random variable
that results from the sum of all components described above. Since
we are interested in modeling the delay impact on performance,
our simulator allows the selection of the distribution of delay and
its parameters.

6 PERFORMANCE EVALUATION
In this section we briefly describe our simulation setup, and report
quantitative metrics derived from our experiments.
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Figure 5: Speed pattern of the real-trace.

6.1 Simulation setup
We simulate a highway scenario with a single platoon formed by
20 vehicles travelling at 10 m distance from each other. We assume
that the leader of the platoon follows a predefined speed pattern.
We simulate two types of patterns, namely sinusoidal and real-trace.
The sinusoidal pattern consists in a sinusoidal variation of the speed
of the leader between two values at constant frequency over the
entire simulation time. In line with [16] and [17], we set sinusoidal
oscillation between 95 and 105 km/h at 0.5 Hz. This synthetic mobil-
ity pattern is suitable for testing the string stability to a continuous
change of the leader speed. The real-trace pattern is extracted from
the Floating Car Dataset [1] and its speed profile is shown in Fig-
ure 5. It lasts 15 minutes and combines a wide range of speeds, from
40 to 130 km/h, and of irregular acceleration/deceleration patterns;
so we use the real-trace pattern to test the feasibility of our ap-
proach under a realistic leader behavior. Simulations are repeated
20 times per configuration, using different random generator seeds,
so that confidence intervals can be computed.

In line with [16], for the simulation of the actuation lag, we
use values of 𝜏 equal to 0.2s and 0.17s if the vehicle is braking or
accelerating, respectively; 𝜏 is the low-pass filter time constant
of the electro-mechanic actuator that enforces the instruction on
brakes or engine.

For what concerns the parameters of CACC, in line with the
literature [17], we use the following default values: acceleration
weighting factor 𝐶1 = 0.5, damping ratio 𝜉 = 1, and controller
bandwidth 𝜔𝑛 = 0.2Hz.

To investigate the effect of latency, in the simulation experiments
we consider the following values for delay parameters.

• The average time the OBU requires to read data from the
on-board sensors and to create the application layer message
for the platoon controller application (component 𝑇OBU1 in
Figure 4) is taken as variable in the range 10 to 50 ms.



• The average uplink delay from the UE to the MEC (sum of
components 𝑇RAN1, 𝑇BS1, and 𝑇BH1) is collectively taken as
variable in the range 10 to 75 ms.

• The average downlink delay from the MEC to the UE (sum
of components 𝑇BH2, 𝑇BS2, and 𝑇RAN2) is collectively taken
as variable in the range 10 to 75 ms.

• The average processing time needed for the MEC to compute
the control instructions for the platoon vehicles (component
𝑇MEC in Figure 4) is taken as variable in the range 0.1 to 1
ms.

• The average time required by the OBU to process the packet
received from the UE and to transfer the instructions to the
physical controller of the vehicle (component𝑇OBU2) is taken
as variable in the range 5 to 20 ms.

• The actuation lag of the vehicle power/braking system (com-
ponent 𝑇ACT) is modelled as a first order low-pass filter (see
Equation 1) and the value of 𝜏 is equal to 0.2 s and 0.17 s for
braking and accelerating, respectively [16].

As a result, in our simulation experiments, the average round
trip time (RTT) before the vehicle actuation lag varies between
about 30 and 220 ms.

The shape of delay probability density function (pdf), and in
particular the tail of the pdf, can have a significant influence on
the platoon behaviour. We consider three different distributions:
uniform, with a finite tail; exponential, with an infinite but light
tail; and lognormal, with unit variance and a heavier tail.

6.2 Numerical evaluation
6.2.1 Sinusoidal mobility. The results for the absolute value of the
error in the distance with respect to the previous vehicle in the
platoon under sinusoidal mobility are reported in Figure 7 in the
case of equal average delay in the uplink and downlink paths. The
three plots represent the 95th and 99th percentile, as well as the
maximum observed distance error, over all simulation experiments.

Results show that maximum errors of slightly over 3 m are made
with average RTT over 120 ms, while average values of RTT below
70 ms generate maximum errors of 1.5 meters only in the case of
the lognormal pdf, and the uniform distribution induces maximum
errors below 1 m. Looking at 99th and 95th percentiles, we observe
errors always smaller than 1.5 m and 1 m, respectively.

As can be seen in Figure 6, for a fixed average RTT value, the
delay in the uplink path is more detrimental to the vehicle position
error. Indeed, for example, splitting an average delay budget of 125
ms into 110 ms for uplink and 15 ms for downlink yields an average
maximum absolute position error of over 2 m under a lognormal
delay distribution, while allocating 110 ms to the downlink yields
an average maximum absolute position error of about 1 m. The
99th and 95th percentiles of the error show smaller values, but the
uplink delay remains more critical, and the lognormal pdf yields
largest values.

The introduction of a non-zero packet loss probability on ei-
ther the uplink, or the downlink, or both, does not significantly
jeopardize performance, as can be observed in Figure 8 for packet
loss probability values up to 2%, sinusoidal mobility and the usual
three delay distributions. This is not surprising in light of the high

repetition rate of sensor data, and of the presence of a significant
actuation lag.

It is interesting to observe that errors in the vehicle position
are typically larger for the vehicles immediately behind the leader,
as requested for string stability. For example, Figure 9 shows the
distributions of the absolute value of distance errors versus the
vehicle position in the platoon, under sinusoidal mobility for differ-
ent average delays and uniform distribution. Errors decrease from
almost 2 m for the first follower to less than 1 m in the second half
of the platoon. Moreover, the lower the RTT, the higher the platoon
stability.

6.2.2 Real-trace mobility. Considering the mobility trace that is
shown in Figure 5 provides a less challenging environment with
respect to the sinusoidal mobility that we considered so far. In
Figure 10 we report the 99th percentile of the absolute distance
error for variable RTT. Each point represents a run of simulation,
and bars show 95% confidence intervals for average values. In this
case we can observe values up to slightly more than 50 cm, while in
the sinusoidalmobility casewe had about twice asmuch. In addition,
we can see in Figure 11 that the imbalance of delay between uplink
and downlink with the trace mobility pattern is much less critical
for distance errors.

6.2.3 Actuation lag. The fact that vehicle actuation lags have time
constants higher than the whole chain comprising uplink and down-
link packet transmission and computation at the MEC, raises a
question about the relative impact of communication/computing
delays and actuation lag. We thus finally explore the impact of the
actuation lag on vehicle position errors by comparing results with
the normal actuation lag to results where the actuation lag is set
to zero. Figure 12 shows the impact of the actuation lag on the
maximum, 99th and 95th percentile of the absolute distance error
for each RTT scenario with sinusoidal pattern and uniform delay
pdf. We can see that the impact of lag is quite relevant, especially
in the intermediate zone of RTT values, which are the ones most
likely in practice. In Figure 13 we can observe the impact of the
imbalance of delay on the 99th percentile of the absolute distance
error with sinusoidal pattern and uniform delay pdf in both cases
of normal and zero lag, which confirms that the uplink is more
critical.

6.3 Scalability of MEC-based platooning
6.3.1 Platoon size. Scalability is quite a strong point of MEC-based
platooning. Indeed, a PaaS approach allows the control of large
platoons with no significant problem. For example, in Figure 14 we
show the average maximum absolute distance error versus RTT
for platoons with size 20 and 50, in the cases of lognormal delay
distribution and either sinusoidal or real-trace mobility pattern.
Results prove that no significant difference in control precision is
observed in the case of long platoons. It is also interesting to observe
that almost invariably the largest distance error is observed at the
vehicle immediately following the platoon leader. In Figure 15 we
report the boxplots of the distribution of the absolute distance error
under sinusoidal mobility pattern and uniform RTT distribution
with average 70ms, for platoons of size 20 and 50 (results are plotted
only for vehicle 2, i.e., the one following the platoon leader, 3, 4, the
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pattern (mean over all simulation runs).
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Figure 7: Maximum, 95th and 99th percentile of the absolute
distance error for each RTT scenario with sinusoidal mobil-
ity pattern. Each point represents a run of simulation, the
bars show the 95% confidence interval w.r.t. the average.

30 35 40 50 55 70 75 80 95 120 125 130 145 170 220
Mean RTT (ms)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

A
b
so

lu
te

 d
is

ta
n
ce

 e
rr

o
r 

(m
) Packet loss

Ul 0.0%, Dl 0.0%
Ul 0.0%, Dl 1.0%
Ul 0.0%, Dl 2.0%
Ul 1.0%, Dl 0.0%
Ul 1.0%, Dl 1.0%
Ul 1.0%, Dl 2.0%
Ul 2.0%, Dl 0.0%
Ul 2.0%, Dl 1.0%
Ul 2.0%, Dl 2.0%

(a) Uniform delay

30 35 40 50 55 70 75 80 95 120 125 130 145 170 220
Mean RTT (ms)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

A
b
so

lu
te

 d
is

ta
n
ce

 e
rr

o
r 

(m
) Packet loss

Ul 0.0%, Dl 0.0%
Ul 0.0%, Dl 1.0%
Ul 0.0%, Dl 2.0%
Ul 1.0%, Dl 0.0%
Ul 1.0%, Dl 1.0%
Ul 1.0%, Dl 2.0%
Ul 2.0%, Dl 0.0%
Ul 2.0%, Dl 1.0%
Ul 2.0%, Dl 2.0%

(b) Exponential delay

30 35 40 50 55 70 75 80 95 120 125 130 145 170 220
Mean RTT (ms)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

A
b
so

lu
te

 d
is

ta
n
ce

 e
rr

o
r 

(m
) Packet loss

Ul 0.0%, Dl 0.0%
Ul 0.0%, Dl 1.0%
Ul 0.0%, Dl 2.0%
Ul 1.0%, Dl 0.0%
Ul 1.0%, Dl 1.0%
Ul 1.0%, Dl 2.0%
Ul 2.0%, Dl 0.0%
Ul 2.0%, Dl 1.0%
Ul 2.0%, Dl 2.0%

(c) Lognormal delay

Figure 8: Maximum absolute distance error (average over
all runs) versus RTT for equal average delay on uplink and
downlink under sinusoidal mobility pattern, with nonzero
packet loss probability.
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Figure 9: Boxplot of the distribution of the absolute distance
error under sinusoidalmobility pattern for different vehicle
positions in a platoon with 20 elements.

30 35 40 50 55 70 75 80 95 120 125 130 145 170 220
Mean RTT (ms)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

A
b
so

lu
te

 d
is

ta
n
ce

 e
rr

o
r 

(m
) Family distribution

Lognormal
Exponential
Uniform

Figure 10: 99th percentile of the absolute distance error for
each RTT scenario with real-trace mobility pattern. Each
point reports the result of one simulation run, while bars
show 95% confidence intervals.

vehicle in the middle position, and the last vehicle). Also from these
results we can see that the platoon performance is insensitive to
the platoon size, and that largest errors are observed for the vehicle
immediately following the platoon leader.

6.3.2 Data rate and computation. As regards the base station band-
width consumption, we recall that each vehicle transmits to the
base station 10 messages per second of 200 bytes each. This means
that a 50-vehicle platoon generates 0.8 Mb/s in uplink. As we men-
tioned in Section 4, the number of messages sent by the controller
per second is equal to (3𝑛 − 4) 𝑓𝑢 , where 𝑓𝑢 is the update frequency
and 𝑛 is the number of vehicles in the platoon. In our case, with
a 50-vehicle platoon this means 1460 messages per second, cor-
responding to a downlink data rate of 2.336 Mb/s. By assuming
that a base station controls simultaneously at most 10 50-vehicle
platoons (in real settings probably much less) the data rate con-
sumed amounts to 8 Mb/s in uplink and 23.36 Mb/s in downlink, i.e.,
quite a small fraction of the expected capacity of a 5G base station.
Considering that currently available base stations reach capacities
of the order of 1 Gb/s, assuming that the platooning application
runs in a network slice with dedicated resources amounting to 10%
of the base station capacity, and limiting the load of the slice to 50%
in order to stay away from congestion, the slice can handle over 20
platoons comprising 50 vehicles each. With 1km coverage radius

of the base station, this number of platoons looks much more than
what can be expected in the foreseeable future.

Coming now to processing requirements at theMEC, a 50-vehicle
platoon requires processing of 500 updates per second coming from
vehicles, to compute 1460 instructions per second to be transmitted
to vehicles. In total, this means processing 1,960 computations per
second. In the unlikely case considered above of a base station
controlling simultaneously 10 50-vehicle platoons, the amount of
computations per second is 19,600. If we then assume that one
MEC is shared by two base stations, the number grows to 39,200
computations, a number still easily manageable by state of the art
CPUs. Assuming that the network slice for platooning is allocated
10% of one 3GHz core of one of the processors available in the MEC,
that each computation required to control the platoon needs the
execution of 1000 instructions, and that the utilization of the allo-
cated computing resources must not exceed 50%, so as to guarantee
good performance, the platooning application is able to perform
150 thousand computations per second. This is sufficient to manage
over 75 platoons with 50 vehicles each.

It must also be observed that the MEC-based platooning ap-
proach comes with no risk of interference among transmissions
of vehicles of the same or different platoons, and with no risk of
shadowing, contrary to the case of a V2V approach.

7 DISCUSSION
In the described experiments, we have observed no vehicle collision
events, and the maximum distance error was always below 3.5 m.
Since the dynamics of communication between vehicles and MEC
do not depend on the inter-vehicular distance, this means that the
reported absolute distance errors could have been achieved also
by shortening the inter-vehicular distance to 5 m or less, instead
of 10 m as in our experiments, and significantly less in the case
with real-trace mobility. Therefore, our results apply to scenarios
in which the inter-vehicular distance is set to about 4 m or more.

Considering the QoS class identifiers proposed by 3GPP, and in
particular QCI-75 and QCI-79 [4], which are specific for V2X packet
transmission, the delay budget for guaranteed bit rate (GBR) traffic
is 75 ms, which goes down to 50 ms for non-GBR traffic, while the
acceptable loss rate cannot exceed 1%. With the above values, we
have seen that the MEC-based centralized control of platoons can
guarantee sub-meter absolute errors. Instead, it is worth observing
that such delay values cannot be achieved if the platoon controller
runs in the cloud, since no less than 150 ms RTT can be guaranteed
as of today, both due to the distance of cloud resources from vehicles
and to the processing time required on remote shared servers [15].

It is important to notice that platoon control has two key motiva-
tions, namely traffic control and fuel saving, thanks to the drafting
effect. So, on the one hand, platooning makes sense if the vehicles
can move harmonically, with smooth transitions and with stable
relative distance between vehicles. On the other hand, the inter-
vehicle distance has to be short enough so that each vehicle but the
leader falls in the slipstream of the preceding one. Therefore, the
absolute errors discussed in this paper have to be contextualized in
a scenario in which the target is to maintain an almost constant,
and short, inter-vehicle distance. If we assume that the relative
error cannot exceed 10% of the target distance, this means that the
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Figure 11: Heatmap of 99th percentile of the absolute distance errors for unbalanced latency scenarios with real-trace pattern
(mean over all simulation runs).
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Figure 12: Impact of the actuation lag on themaximum, 99th
and 95th percentile of the absolute distance error for each
RTT scenario with sinusoidal pattern. Each point reports
the result of one simulation run, while bars show 95% confi-
dence intervals.
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Figure 13: Impact of the actuation lag: heatmap of 99th per-
centile of the absolute distance errors for unbalanced la-
tency scenarios with real-trace pattern (mean over all sim-
ulation runs).

inter-vehicle distance that can be enforced could be about 10 times
higher than the error. With the values observed in this study, we
should therefore conclude that RTT delays ranging from 20 to 250
ms would result in inter-vehicular distances approximately from
5 to 35 meters, with vehicle speeds in the order of several tens of
km/h. Now, while driving a few meters apart seems dangerous un-
less assisted driving is enabled, maintaining as much as 20 or 30 m
distances seems doable without any computer-assisted machinery.
In fact, consider that commonly recommended safety distances for
drivers can be estimated with a simple formula, i.e., 𝑑 = 3𝑣/10,
where 𝑑 is the safety distance in meters and 𝑣 is the speed in km/h.
So, at 50−60 km/h, the recommended safety distance is about 15−18
m (this also corresponds to the advice to leave about three times
the length of a vehicle when driving in a sub-urban environment).
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Figure 14: Maximum absolute distance error (average over all runs) versus RTT for different platoon sizes, with lognormal
delay distribution. (a) sinusoidal mobility pattern, (b) real-trace mobility pattern.
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Figure 15: Boxplot of the distribution of the absolute dis-
tance error under sinusoidal mobility pattern and uniform
RTT; 70ms latency scenario for different platoon sizes.

In highway driving, at 120 km/h, the safety distance should be 36
m. Therefore, it is clear that there is no need of assisted driving
for such distances, which means that, with delays that allow to
keep the inter-vehicle distance at more than 10 − 15 m, platooning
control would bring no great benefit to traffic control. Also, at legal
speed, the slipstream of a vehicle is as short as a few meters [5]. So,
there would be little fuel saving by keeping inter-vehicle distances
at 10 m or higher. In conclusion, our study reveals that platoon
control makes sense if the RTT experienced by messages origi-
nated at the vehicles can be bounded to about 50 to 75 ms, which
is in line with 3GPP recommendations, as per QCI-75 and QCI-79.
However, we remark that such delays are only feasible in case of
running the platoon controller either on the platoon itself or at the
MEC, while cloud resources are too distant to be used. Using the
MEC resources deployed by the network operators starting with
5G networks, would allow for efficient implementation of platoon
control as a network service offered to drivers. This does not require
computing and advanced communication tools directly on board
vehicles. Moreover, with respect to V2V-based platooning, having
the service handled directly by the network (or a service operator)
can offer important advantages, including the possibility to easily

coordinate multiple platoons (e.g., merging them when convenient
or performing other maneuvers), to apply homogeneous platoon
control policies (thus avoiding platoons overtakes that could block
faster drivers), and scale the size of platoons beyond what can be
handled with V2V communications (which, as of today, can sus-
tain up to a fistful of vehicles using IEEE 802.11p for inter-vehicle
communications).

8 CONCLUSIONS
In this paper we have investigated the feasibility of a MEC-based
centralized control of platoons of vehicles, exploring the impact of
the delay and packet loss probability introduced by the uplink and
downlink transmissions over the RAN, of variable delay distribu-
tions, of different types of mobility patterns, and of the actuation
lag within vehicles.

Our study shows that a MEC-based approach is a viable alter-
native to the commonly proposed distributed approach, based on
V2V communications, for platooning applications. The approach
relies on widely available 4G/5G mobile network infrastructures
and brings together a few important side benefits—e.g., (i) the in-
dependence of performance on the number of involved vehicles
and/or platoons, (ii) the natural openness to integrate different traf-
fic control systems, and (iii) the possibility to scale to very crowded
scenarios including large numbers of large platoons—that justify
the further exploration of MEC-based control approaches for other
autonomous driving scenarios, and paves the way to platooning-
as-a-service offerings by mobile network operators.
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A ACTUATION LAG
According to [14, 17], the actuation lag can be modelled as a first
order low-pass filter:

¥𝑥 [𝑛 + 1] = 𝛽 · ¥𝑥𝑑𝑒𝑠 [𝑛 + 1] + (1 − 𝛽) · ¥𝑥 [𝑛] (1)

𝛽 =
Δ𝑡

Δ𝑡 + 𝜏
(2)

where ¥𝑥 [𝑛+1] is the next acceleration at the 𝑛+1-st simulation step
which depends on the desired acceleration ¥𝑥𝑑𝑒𝑠 [𝑛 + 1], computed
by the OBU’s coordination layer, and on the current vehicle acceler-
ation ¥𝑥 [𝑛]. Δ𝑡 represents the time-step of the discrete event system
operations, and 𝜏 is a time constant specific of the electro-mechanic
actuator implemented.

B STRING STABILITY AND CACC
The control law implemented by the OBU’s coordination layer has
to guarantee the platoon string stability. A platooning controller is
string stable if it is able to attenuate the spacing error from vehicle
to vehicle in a string of vehicles [14]. Formally, the string stability
is defined as follows:



 𝑒𝑖 (𝑡)

𝑒𝑖−1 (𝑡)






∞

≤ 1 ∀𝑖 = 2 · · ·𝑛 (3)

where 𝑒𝑖 (𝑡) and 𝑒𝑖−1 (𝑡) are the spacing errors between the 𝑖-th and
preceding vehicle at time 𝑡 , respectively. The platoon string stability
is guaranteed by a class of controllers known as CACC. The latter
provides the desired acceleration ¥𝑥𝑖_𝑑𝑒𝑠 for the 𝑖-th vehicle in the
platoon by using the information of the vehicle itself, along with
the information of the platoon leader and the preceding vehicles.
The standard definition of CACC (see [14]) is

¥𝑥𝑖_𝑑𝑒𝑠 = 𝛼1 ¥𝑥𝑖−1 + 𝛼1 ¥𝑥0 + 𝛼3 ¤𝜀𝑖 + 𝛼4 ( ¤𝑥𝑖 − ¤𝑥0) + 𝛼5𝜀𝑖 (4)
¤𝜀𝑖 = ¤𝑥𝑖 − ¤𝑥𝑖−1 (5)
𝜀𝑖 = 𝑥𝑖 − 𝑥𝑖−1 + 𝑙𝑖−1 + 𝑑𝑑𝑒𝑠 (6)
𝛼1 = 1 −𝐶1 (7)
𝛼2 = 𝐶1 (8)

𝛼3 = −
(
2𝜉 −𝐶1

(
𝜉 +

√
𝜉2 − 1

))
𝜔𝑛 (9)

𝛼4 = −𝐶1

(
𝜉 +

√
𝜉2 − 1

)
𝜔𝑛 (10)

𝛼5 = −𝜔2
𝑛 (11)

where 𝑥𝑖 , ¤𝑥𝑖 and ¥𝑥𝑖 are the position, the speed and the acceleration
of the 𝑖-th vehicle. ¥𝑥0 and ¤𝑥0 are the acceleration and the speed of
the platoon leader, respectively. 𝑥𝑖−1, ¤𝑥𝑖−1 and ¥𝑥𝑖−1 represent the
position, the speed and the acceleration of the preceding vehicle. ¤𝜀𝑖
is the delta speed between the 𝑖-th vehicle and the preceding one. 𝜀𝑖
is the distance error w.r.t. the target distance 𝑑𝑑𝑒𝑠 . CACC has three
parameters: the weighting factor between the accelerations of the
leader and the preceding vehicle 𝐶1, the damping ratio 𝜉 and the
controller bandwidth 𝜔𝑛 .
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