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1 Introduction

This section begins with a brief introduction into the current limitations of big data processing in relation to computer networks and distributed data processing, which are the primary topics of analysis in this dissertation, and then states the main goals and objectives of the research.

1.1 Dissertation topic and its relevance

Over the last decades, the volume and variety of data which is necessary to transmit and process has been increasing exponentially. Between 2013 and 2020, the global data volume is predicted to grow exponentially, from 4.4 to 44 zettabytes [1]. The expression “big data” usually refers to datasets whose size is beyond the ability of typical computing platforms to store and analyze. Due to these storage and computational limitations, data chunks should be distributed over multiple locations for big data processing. In this case, a network interconnects distributed instances of big data applications.

Big data both aggravates classical challenges of networking and presents new difficulties. For example, as one consequence of data growth, traditional cloud computing is increasingly replacing dedicated hardware by dynamically allocated virtual computing resources. They are usually paid based on allocation rather than actual use, which often leads to customers paying more than necessary. Recently, serverless architectures have exploded in popularity, and many major players in the cloud computing market introduced serverless solutions: AWS Lambda [2], Google Cloud Functions [3], Azure Functions [4], and others.

Although serverless computing is only a special case of cloud computing and is not able to cover every desired functionality, it remains an important representative case providing cost savings to the end user. In particular, the “function as a service” paradigm brings new challenges to resource allocation. Recent works have only begun to pose these questions for serverless computing, studying it in the context of queueing theory [5] and measuring relevant metrics for already existing solutions [6]. The present thesis takes the next step towards a theory of serverless cloud computing, proposing a comprehensive and novel formalization of the resource allocation model for serverless computing and presenting new resource allocation algorithms supported by both theoretical analysis and a comprehensive evaluation study.

In addition to requiring more flexible resource allocation methods, exascale data amounts and delay-sensitive objectives of big data applications impose significant feasibility constraints on the cloud computing paradigm. One particular limitation is in deploying a network solely as a simple interconnect. Although traditional networks mostly operate on partial information from data streams (packet headers), in some cases network elements are already able to process entire data streams at line-rate (e.g., in case of encryption). Therefore, exposing the structural layout of packet payloads can allow preprocessing of transmitted data before it is actually processed by cloud computing resources. According to [7, 8], the average final output size jobs is 40.3% of the initial data sizes in Google, 8.2% in Yahoo, and 5.4% in Facebook. The present thesis exploits these properties of data streams and aims to reduce processing load on traditional cloud computing resources. We use two major innovative approaches to achieve this goal: (1) intermediate in-network aggregations of data streams and (2) in-network data processing on the data plane of network elements. Implementations of both approaches extend existing network interconnects.
Finally, the challenges also propagate down to the level of an individual network element. The two basic functions of a network element are packet classification, i.e., deciding which action to take based on a packet’s header, and buffer management, i.e., making admission, processing, and transmission decisions for incoming packets. The present thesis advances both.

1.2 Goals and objectives of the research

In this section, we define the specific objectives that we set for the research outlined in the thesis. We define four major areas of the results, proceeding from the level of an individual network element up to the level of large-scale distributed computing: packet classification, buffer management, cost-efficient serverless computing, and intermediate data aggregations.

Buffer management: multiple packet characteristics. When multiple data streams meet at a network element, the corresponding data packets are stored in a single network buffer waiting for processing and transmission. Buffers are controlled by buffer management policies, which play a major role in optimization of the desired objectives. Advanced economic models bring novel objectives, such as weighted throughput, which are largely not supported by existing policies. In addition, the heterogeneity in processing requirements exacerbated by in-network data processing is also not accounted for. The previous works consider only one of the two packet characteristics: in [9, 10] authors study behavior of a single queue with heterogeneous processing requirements, while [11] addresses a multi-valued case for FIFO queues; in addition, more involved buffering architectures [12] (combined input-output switches) and [13] (crossbar switches) have been considered for multi-valued packets. The interaction of the two characteristics and their impact on weighted throughput optimization has not been studied before. In order to provide theoretical guidance for the optimal choice of buffer management policy in such a setting for a single queue buffering architecture, this dissertation aims to: (1) build a model capturing both packet weights and processing; (2) devise new management policies with worst-case performance guarantees; (3) evaluate their performance on realistic data traces.

Packet classification: inter-device resource sharing and LPM infrastructure reuse. The basic function of single packet processing at a network element is packet classification. General-purpose data stream processing brings new flexibility requirements and adds more complexity to the policies implemented through the packet classification. Current single-switch approaches consist of software-based solutions and hardware-based solutions. The former include decision tree structures [14, 15], hashing [16], and encoding [17], in general they require modification to the classification algorithm. The latter rely on ternary content-addressable memory (TCAM) and optimize its space usage [18, 19] and, in particular, range encoding [20]. On the network-wide level the two existing works [21, 22] present algorithms that duplicate rules and are hard computationally. It is highly desirable to support the added complexity without expensive infrastructure upgrade, e.g., in the form of additional TCAMs or complex logic changes. This includes two very specific objectives: (1) first, it should be made possible to implement general ternary bit string classification using traditional Longest-Prefix-Match (LPM) representation in an implementation-agnostic way; (2) second, already rising to the network-wide level, an efficient inter-
device resource sharing scheme is necessary to implement large policies (classifiers) when rule capacity is limited in each network element.

**Serverless computing: cost-efficient resource allocation.** The first essential step towards cost-efficient serverless computing is to construct a model that would realistically capture the costs and constraints of resource management. These include allocation cost, maintenance cost, and, most importantly, the delay that resource allocation incurs. For the resulting model, it is then necessary to construct efficient algorithmic solutions that would require no assumptions regarding the arrival patterns of requests and would have the performance guarantees suitable for an economic setting. In contrast, existing rule-based solutions [23] require deep knowledge of arrival behavior, while learning-based techniques [24] assume the behavior similar to that seen during the training. Last but not least, it is important to control the latency the proposed solutions add to the request processing, and understand how it affects the revenue.

**Data aggregation: planning with both network infrastructure and applications.** In cloud computing, the network infrastructure with its constraints and objectives and an application with its specific behavior and its own set of objectives seldom interact in a meaningful way, and there is little information exchange between them. For instance, an application aggregating too much data at a single node may cause performance degradation due to TCP-incast [25] or link overload. To exploit intermediate data aggregations efficiently, one has to find a way for the two layers to cooperate. The most relevant work [26] is tied to a specific network topology; [27] introduces implementation support for intermediate aggregations, and [28] is concerned exclusively with the processing latency and does not take network infrastructure into account. The specific challenge addressed in the present thesis is to find the minimal necessary information required to share from each layer that would allow for unified design principles of aggregation planning.

## 2 Key results and conclusions

This section summarizes the key contributions of this thesis, addressing specific objectives introduced above. Here we provide a brief list of key results, and then will expand upon each research direction in more detail in Section 4.

### 2.1 New buffer management settings and policies

**Buffer management with two packet characteristics.** We analyze the buffer management problem for a single queue that stores packets heterogeneous both in their relative values (rewards) and the amount of required processing [29]. Previous works [9] addressed either one or the other of the two characteristics. We prove lower bounds on the competitive ratio (see [30]) for several natural priority-based algorithms, including a constant general lower bound shown for an arbitrary online algorithm. The main result of this part is a \((1 + \frac{W+2}{V})\) upper bound for the special case with only two possible values; here \(W\) is the maximal amount of required processing, and the two possible values are 1 and \(V\). The proof is based
on an inductive argument with a per-packet alignment between optimal and priority-based algorithms (similar to that in [9]), augmented by special treatment of packets with value 1.

2.2 New packet classification schemes and algorithms

**Ternary to LPM transformation algorithms.** We have designed two algorithms, MinGroupPartition and MaxCoveragePartition, for the task of transforming a general ternary bit-string packet classifier into an *equivalent group* of more constrained LPM classifiers [31]. The key part of this result is a novel connection between the ability to construct complex lookup keys and order theory, specifically Dilworth’s decomposition theorem [32]. We show that MinGroupPartition minimizes the total number of groups, while MaxCoveragePartition maximizes the number of rules covered by a given number of LPM groups. These algorithms prove it possible to represent expressive ternary bit-string classification rules using traditional longest-prefix match capabilities of existing network infrastructures.

**Complex network-wide packet classification.** To improve classification across multiple network elements, we design a simple and space-efficient scheme, called OneBit, for distributing data flow (stream) classification rules along a flow’s path [33]. OneBit relies on just a single bit of packet metadata and, compared to previous work, does not employ any heuristics, is very computationally easy (linear in the number of rules), and allows for a polynomial time decision procedure for the feasibility of multi-flow distribution. Similarly to the ternary-to-LPM transformation algorithms above, it allows to implement very complex policies without any network upgrade.

2.3 New cost-efficient resource allocation for serverless computing

**Elastic resource allocation.** We have explored the trade-off between delaying user requests and using available resources efficiently for the elastic resource allocation problem [34]. The proposed model incorporates an allocation cost $\alpha$, a maintenance cost $\beta$, $\beta < 1$, and the time allocation takes (normalized to 1). We have shown a simple greedy algorithm NRAP to be at most $2 \cdot \left(1 + \frac{\alpha}{1-\alpha-\beta}\right)$-competitive for $\alpha < 1 - \beta$. For $\alpha \geq 1 - \beta$, we present a parameterized algorithm $\rho$-AAP that actively delays requests; we prove that $\rho$-AAP is $\frac{\rho}{1-\rho} \left(\left\lceil\frac{\rho\alpha}{1-\beta}\right\rceil + 1\right)$-competitive (with a small amount of extra buffer space). Compared to previous works [35], which largely relied either on past history or on a deep understanding of request arrivals, the guarantees we provide in this part of the dissertation are worst-case and thus hold for any arrival sequence.

2.4 New data aggregation schemes for compute-aggregate tasks

**Compute-aggregate task planning.** To optimize the placement of intermediate aggregations during the execution of compute-aggregate tasks, we formally introduce the *compute-aggregate minimization* (CAM) problem [36]. The formulation succinctly captures the characteristics of both the network (topology and transmission costs) and the application (aggregation size function). We argue that these characteristics are sufficient for the construction of an *aggregation plan* that effectively exploits intermediate data aggregations and minimizes the overall transmission cost. In particular, as part of this dissertation,
a hardness result was established for the non-associative case, and the relation between CAM and the
minimum Steiner tree was characterized. Moreover, the aggregation plan, as it is defined in the CAM
problem, does not restrict when exactly transmissions and aggregations happen; it is conveniently decou-
pled both from the network and from the application. Compared to previous work exploiting in-network
aggregation [26], the treatment we present in this thesis is more general (in particular, it does not re-
strict network topology) and, apart from specific new results, provides a novel general framework for
reasoning about compute-aggregate task planning based on the notion of the aggregation size function.

3 Publications and approbation of the research

Each of the key results presented in the previous section has been published in one of the peer-reviewed
research papers listed below.

First-tier publications:

• Chuprikov P., Nikolenko S. I., Davydow A., Kogan K. Priority Queueing for Packets with Two
content is in Appendix A.

  Contribution of the dissertation’s author: Theorems 1–3 characterizing the behaviour of priority-
queue (PQ) based policies; Theorem 7 establishing a general lower bound; Theorem 11 presenting
lower bounds for PQ-based policies in a two-valued case; Theorem 12 showing an upper bound
for $PQ_{v, w}$ in the two-valued case; and Theorem 17 with lower bounds for PQ-based policies with
$eta$-pushout.

• Chuprikov P., Kogan K., Nikolenko S. General Ternary Bit Strings on Commodity Longest-prefix-
match Infrastructures* // Proceedings of IEEE ICNP 2017. The content is in Appendix B.

  Contribution of the dissertation’s author: Theorem 1 establishing a necessary and sufficient condi-
tion for prefix-reorderability; the PrefixToLPM algorithm with a proof of correctness in Theorem 2;
the MinGroupPartition algorithm with a proof of correctness in Theorem 3; Theorem 4 showing
a hard example for MinGR; the MaxCoveragePartition algorithm with a proof of correctness in
Theorem 5; bit-expanding heuristic described in Section V; Observations 3 and 4 linking prefix-
reorderability with rule disjointness; implementation of the above algorithms.

• Chuprikov P., Nikolenko S., Kogan K. On Demand Elastic Capacity Planning for Service Auto-
scaling* // Proceedings of IEEE INFOCOM 2016. The content is in Appendix D.

  Contributions of the dissertation’s author: Theorems 1 and 2 stating non-competitiveness in a
bufferless setting; A lower bound in a buffered setting with small allocation cost in Theorem 3; the
NRAP algorithm and its competitiveness in Theorems 4 and 5; the $\rho$-AAP algorithm and its analysis
in Theorems 6 and 7; Theorem 8–11 providing latency guarantees for NRAP and $\rho$-AAP; Theo-
rem 12 and 13 presenting general lower bounds for a bounded-delay (BD) model; Theorem 14

*The author of the dissertation is the main author of the paper
that upper-bounds NRAP in the BD model; Theorem 15 with a general lower bound for limited resources BD model (LBD); Theorems 16 and 17 providing bounds for NRAP in LBD model;

Second-tier publications:

  Contributions of the dissertation’s author: formalization of a compute-aggregate task planning problem and nonassociative hardness (Section 3 of the paper); Theorems 2, 6 and 7 connecting CAM to the minimum Steiner tree problem (Sections 4.1 and 4.2 of the paper).

Other publications:

• Chuprikov P., Kogan K., Nikolenko S. I., How to implement complex policies on existing network infrastructure* // Proceedings of ACM SOSR 2018. The content is in Appendix C.  
  Contributions of the dissertation’s author: the OneBit algorithm and its performance guarantees in Theorem 5.2; a network-wide solution presented in Section 6; performance comparison with existing algorithms.

The obtained results are supported in two ways. First, in almost all settings considered in this work we present rigorous proofs of worst-case performance guarantees valid under a realistic model. Second, for practical purposes where worst-case behavior might be rare, we evaluate proposed solutions on synthetic traces. Buffer management policies (Section 4.1) were run under traffic based on CAIDA traces [37]. Classifier transformation algorithms (Section 4.2) have been evaluated on the Classbench test suite [38]. Resource allocation algorithms (Section 4.3) were tested using randomly generated network-traffic-like pattern of arrivals [39].

4 Contents

This Section provides an overview of the research projects that led to the results presented in Section 2 and describes how these results achieve the objectives stated in Section 1.2. Again, we begin with the level of an individual network element, presenting our results on buffer management and packet classification, and then proceed upwards to resource allocation for serverless computing and compute-aggregate task planning.

4.1 Processing of multiple data streams

Interconnecting infrastructure should support advanced economic models expressed through new types of objectives. Buffer management policies play a critical role in the optimization of those objectives. Network traffic is highly heterogeneous, and its characteristics have an impact on the process of optimization, but they are often not being taken into account by buffer management policies. Introduction of in-network data processing would bring even more heterogeneity into processing requirements, making the current policies even less efficient. In response to new challenges, the paper titled “Priority Queueing
for Packets with Two Characteristics” (see Appendix A and [29]) studies the effect of two packet characteristics, namely, processing requirements and value, on the optimization of weighted throughput in a single queue. This study leads to the first set of results from Section 2, and their overview is presented in this section.

The considered model assumes a single queue that is able to hold $B$ unit-sized packets and that all arriving packets are unit-sized. Each arriving packet $p$ has two characteristics: processing requirements (work) $w(p) \in \{1, \ldots, W\}$, and value $v(p) \in \{1, \ldots, V\}$, we will sometimes denote such $p$ as $(w(p) | v(p))$. Both $w(p)$ and $v(p)$ are known at arrival. The time is assumed to be slotted, and each time slot $t$ is subdivided into three phases: (1) **admission**, when a set of new packets arrives, and the management policy decides which packets to admit to the queue, possibly pushing out already admitted ones; (2) **processing**, when a single packet from the queue is scheduled for processing; and (3) **transmission**, when a single *fully processed* packet, i.e., a packet $p$ that has been scheduled for processing at least $w(p)$ times, is chosen for transmission. Note, the results that follow impose no constraints on the transmission order, so the transmission decision is trivial: transmit the only fully processed packet if any. The goal is to find a buffer management algorithm that would maximize the total weighted throughput, i.e., the total value of all transmitted packets.

Unfortunately, due to the online nature of the problem it is impossible to find an algorithm producing an optimal solution for every sequence of requests. The performance guarantees are, thus, provided relative to an unknown optimal solution using competitive analysis [30]. An online algorithm ALG is called $\alpha$-competitive for some $\alpha \geq 1$ iff for any finite arrival sequence $\sigma$ the total weighted throughput is at least $1/\alpha$ times the total weighted throughput of an optimal offline algorithm OPT.

**Algorithms.** The previous works have demonstrated that if either $V = 1$ or $W = 1$, then simple priority-based algorithms that prefer either higher value or lower processing requirement are, in fact, optimal [9]. For that reason, priority-based algorithms are natural candidates for the model described above. The difference is that here the choice of the priority (the admission/processing order) is not obvious. A generalized notion of a priority-queue-based algorithm is defined next.

**Definition.** Let $f$ be a function of packets, $f(p) \in \mathbb{R}$, with the intuition that better packets have larger values of $f$. Then the $\text{PQ}_f$ processing policy is defined as follows:

- **$\text{PQ}_f$ is greedy**, i.e., it accepts incoming packets as long as there is space in a buffer;
- **$\text{PQ}_f$ is work-conserving**, i.e., it processes a packet as long as its buffer is not empty;
- **$\text{PQ}_f$ orders and processes packets in its queue in the order of decreasing values of $f$**;
- **$\text{PQ}_f$ pushes out a packet $p$ and adds a new packet $p'$ to the queue at time slot $t$ if the buffer is full, $p$ is currently the worst packet in the buffer and $p'$ is better than $p$: $f(p) = \min_{q \in \text{IB}_{\text{PQ}_f}} f(q)$, and $f(p') > f(p)$**. Here $\text{IB}_{\text{PQ}_f}$ denotes the set of packets in $\text{PQ}_f$’s buffer on the current timeslot.

In short, on admission $\text{PQ}_f$ considers new packets and buffered packets together keeping those with higher value of $f$; for processing $\text{PQ}_f$ chooses a packet $p$ with the highest $f(p)$. There are three promising candidates for the priority function $f$; in what follows, $v$ and $w$ denote, respectively, value and current
processing requirements: (1) $PQ_{w,v} = PQ_{v-w}/(W+1)$ that prefers packets with higher value, ties given to lower processing; (2) $PQ_{v-w} = PQ_{w-v}/(V+1)$ that prefers packets with lower processing, ties given to higher value; and (3) $PQ_{v/w}$ that prefers packets with higher value-to-work ratio. The example of their behavior is shown in Figure 1.

**Lower Bounds.** However promising, all three algorithms turn out to perform badly in terms of competitiveness. The next theorem combines Theorems 1, 2, and 3 from [29] demonstrating that each of the three policies has an approximation ratio linear either in $W$ or $V$, suggesting that the interplay between the two packet characteristics makes the buffer management problem substantially more difficult.

**Theorem.** For a buffer of size $B$, maximal amount of required processing $W$, and maximal value $V$:

- $PQ_{w,v}$ is exactly $V$-competitive;
- $PQ_{v-w}$ is at least $(W \cdot V^{-1} - o(1))$-competitive; and
- $PQ_{v/w}$ is at least $\min\{V, W\}$-competitive.

The bounds presented above hold only for specific algorithms and do not imply that an optimal one does not exist. For the latter kind of result, a general lower bound is required, constructing an adversarial input sequence able to “fool” any online algorithm. Section V of [29] presents a number of general lower bounds\(^\dagger\) that are polynomial in either $V$ or $W$. The bounds differ in constraints imposed on an algorithm’s implementation: FIFO processing order, fixed buffer size $B$, or being based on priority ($PQ_f$). A bound free of constraints is much weaker, but is still able to show that no optimal online algorithm exists.

**Theorem.** For a buffer of size $B$, maximal packet required processing $W$, and available packet values 1 and $V > 1$, every online deterministic algorithm $ALG$ is at least $\left(1 + \frac{V^{-1}}{V^2} - O\left(\frac{1}{W}\right)\right)$-competitive.

**Two-valued case (an upper bound).** The lower bounds demonstrate that in general natural priority-based algorithms are far from optimal and are even far from general lower bounds. The logical step is to add additional restrictions to the problem. One such restriction is to assume that there are only two possible values, i.e. either $v(p) = 1$ or $v(p) = V$. It corresponds to a scenario where all packets are divided into “commodity” packets ($w \mid 1$) and “golden” or high-priority packets ($w \mid V$).

\(^\dagger\)Not a part of this dissertation.
Theorem. For a buffer of size $B$, maximal required processing $W$, and available packet values $1$ and $V$:

1. $\text{PQ}_{w,v}$ is at least $V$-competitive;
2. If $W \geq V$ then $\text{PQ}_{v/w}$ is at least $V$-competitive;
3. $\text{PQ}_{v,-w}$ is at least $(\frac{W}{V} + o(1))$-competitive.

First, note that if $W < V$ then $\text{PQ}_{v/w}$ operates exactly as $\text{PQ}_{v,-w}$ since any $(w | V)$ is better than $(w' | 1)$. Second, the bound for $\text{PQ}_{v,-w}$ has become much less strict, which is intuitive: if a processing of a given higher-valued packet was a wrong decision, loss per time slot should not exceed $\frac{V}{W}$ vs $\frac{1}{1}$. In fact, the intuition is (almost) true.

Theorem. For a buffer of size $B$, maximal required processing $W$, and available packet values $1$ and $V$

$\text{PQ}_{v,-w}$ is at most $(1 + \frac{W+2}{V})$-competitive.

The proof of the above result is based on an inductive argument similar to that in [9] comparing sorted (according to priority) sequences of packets in $\text{PQ}_{v,-w}$’s and OPT’s buffers. The novelty is in the mapping between “commodity” $(w | 1)$ packets processed by OPT and processing cycles spent by $\text{PQ}_{v,-w}$. Given the $V$-competitiveness of $\text{PQ}_{w,v}$, $\text{PQ}_{v,-w}$ and $\text{PQ}_{w,v}$ come very close to a $\min\{V, W/V\}$ lower bound† on priority-based algorithms (Theorem 6 in [29]).

Beta push-out case. The previous discussion treated a decision to drop a newly arrived packet and a decision to push-out an already admitted one equally. However, there are reasons to prefer the former to the latter (e.g., the latter consumes more resources on a network device). The work [9] introduced a copying cost model to account for the difference; in that model, each admitted packet reduces the objective function by $\alpha$. Similarly to [9] a modified version of the $\text{PQ}_f$ family of algorithms, $\text{PQ}_f^\beta$ is considered here. $\text{PQ}_f^\beta$ only pushes out a packet if a new packet is $\beta$ times better ($\beta > 1$).

Theorem. For a buffer of size $B$, maximal required processing $W$, and maximal packet value $V$:

1. $\text{PQ}_{w,v}^\beta$ is at least $V$-competitive both in the case of arbitrary values and in the two-valued case;
2. $\text{PQ}_{v/w}^\beta$ is at least $\min\{V, W\}$-competitive in the case of arbitrary packet values and is at least $V$-competitive in the two-valued case with $\beta W \geq V$;
3. $\text{PQ}_{v,-w}^\beta$ is at least $(\frac{(V-1)}{V}W - o(1))$-competitive in the case of arbitrary packet values and at least $(\frac{W}{V} + o(1))$-competitive in the two-valued case.

Results summary. Table 1 summarizes all the theoretical results presented in [29]. In the simulation study based on CAIDA [37] traces, the throughput of $\text{PQ}_{v/w}$ has mostly remained within 90% of optimal (we used an overapproximation) with $\text{PQ}_{v,-w}$ showing similar performance when there are only two packet values (see Figure 5 in Appendix A).

†Not a part of this dissertation.
Packet classification: a basic network function for single packet processing

As we have stated earlier, packet classification is one of the core functionalities behind single packet processing, and it directly affects the performance of every network element. The purpose of packet classification is to distinguish among different types (classes) of packets in order to perform class-specific handling. This is useful both as a form of data processing, and as a way to differentiate among multiple data streams.

An input to the classification process is a packet header $H$ that is represented by a sequence of bits $(h_1, \ldots, h_w)$ over the $\{0, 1\}$ alphabet and the output is an opaque action to be applied to the packet. The $w$ above is the classification width. The classification behavior is defined by a packet classifier $\mathcal{K} = (R_1, \ldots, R_N)_<$, which is an ordered (prioritized) by $<$ set of rules. Each rule $R_i$ consists of a filter $F_i$ and an action $A_i$. The filter defines constraints on a packet header and is represented by a sequence of ternary bits $(f_1, \ldots, f_w)$ over the $\{0, 1, *\}$ alphabet, * representing “don’t care”. A header $(h_1, \ldots, h_w)$ matches a filter (or a rule containing it) $(f_1, \ldots, f_w)$ iff for all $i$ either $h_i = f_i$ or $f_i = *$. To classify a packet, a lookup into a classifier is performed, and an action of a rule whose filter matches a packet’s header is returned as a result. If there are two rules $R$ and $R'$ that intersect, i.e., there exists a header matching both, the action from the higher priority rule is returned. A toy example of a packet classifier $\mathcal{K}$ is presented in Figure 2(a), higher priority rules are at the top.

The discussion that follows is largely concerned with transforming one classifier $\mathcal{K}$ into another classifier $\mathcal{K}'$. It is absolutely required that the transformation does not change $\mathcal{K}$’s semantics, in other words $\mathcal{K}$ and $\mathcal{K}'$ must be equivalent. Formally, two classifiers $\mathcal{K}$ and $\mathcal{K}'$ are equivalent iff for every header the lookup results for $\mathcal{K}$ and $\mathcal{K}'$ are the same.

Section 4.2.1 gives an overview of an approach published in a paper titled “General ternary bit strings on commodity longest-prefix-match infrastructure” (see Appendix B and [31]) corresponding to the second result from Section 2. Section 4.2.2 describes a paper “How to implement complex policies on existing network infrastructure” (see Appendix C and [33]) where the third result from the Section 2 is presented.
formal packet classifier without any further constraints is called a ternary classifier. Ternary classifiers are the most powerful, they are found in modern packet processing abstractions [40] and are required for certain applications (e.g., [41]). Unfortunately, software-based implementations of ternary classifiers are inefficient: they require either too much space or time [42]; hardware solutions (TCAMs) being very expensive and power hungry are not present in sufficient capacity on commodity network devices. In contrast, once a classifier satisfies LPM constraints (to be defined shortly), it becomes much easier to represent the classifier efficiently, so the support for LPM classification is widely available. Formally, an LPM classifier satisfies the following: (1) all *s come after all 0s and 1s (e.g., rules $R_2$ and $R_3$ in Figure 2(a)), in other words, the classifier must be prefix; (2) given any two intersecting rules the one with a longer prefix has a higher priority (e.g., rules $R_2^B$ and $R_3^B$ in Figure 2(b) violate the property). The mismatch between application requirements and infrastructure capabilities demands a solution able to represent an arbitrary ternary classifier $\mathcal{K}$ on an LPM infrastructure with classification width at most $w_{\text{LPM}}$ (usually, $w_{\text{LPM}}$ is either 32 or 128 bits).

An approach presented here is agnostic to any particular LPM implementation. Its high-level overview is the following: first the classification width is reduced to $w_{\text{LPM}}$, then using a novel prefix-reorderability property the result is made prefix, and, finally, the priorities are adjusted to satisfy LPM constraints. The main contribution of the paper is the ternary-to-prefix transformation, to be explained first.

**Prefix-reorderability.** Network elements are capable of constructing complex lookup keys, in particular, they are able to reorder bits of a header. Reordering of header’s bits allows for reordering of classifier’s bits, which is a kind of transformation potentially able to turn the classifier into a prefix one. Formally, let $B = (b_1, b_2, \ldots, b_k)$, $k \leq w$ and $1 \leq b_i \leq w$, be a sequence of distinct bit indices representing the new bit order. Then for a header $H = (h_1, h_2, \ldots, h_w)$ and a filter $F = (f_1, f_2, \ldots, f_w)$, we define $H^B = (h_{b_1}, h_{b_2}, \ldots, h_{b_k})$ and $F^B = (f_{b_1}, f_{b_2}, \ldots, f_{b_k})$. Finally, for a rule $R = (F, A)$, $R^B = (F^B, A)$. The B-reordering of a classifier $\mathcal{K} = (R_1, R_2, \ldots, R_N)$ is a classifier $\mathcal{K}^B = (R_1^B, R_2^B, \ldots, R_N^B)$, where before each lookup an input header $H$ is replaced with $H^B$. For example, a prefix (1, 3, 2, 4) reordering of a classifier from Figure 2(a) is presented in Figure 2(b). It is not hard to see that if $B$ is a permutation of $(1, \ldots, w)$ then classifiers $\mathcal{K}^B$ and $\mathcal{K}$ are equivalent. The question is whether there exists a permutation $B$ such that $\mathcal{K}^B$ is a prefix classifier, i.e., whether $\mathcal{K}$ is prefix-reorderable.

It turns out useful to consider for a rule $R = (F, A)$ a set of bit indices $i$ such that $f_i \neq *$ denoted by $\text{exact}(F)$, e.g., in Figure 2(a) $\text{exact}(R_4) = \{1, 3\}$. A curious observation is that if $\mathcal{K}^B$ is prefix, then for any $R \in \mathcal{K}$ bits from $\text{exact}(R)$ must precede in $B$ bits from $\{1, \ldots, w\} \setminus \text{exact}(R)$; otherwise,
<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_4$</td>
</tr>
<tr>
<td>$R_5$</td>
<td>*</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_5$</td>
</tr>
<tr>
<td>$R_6$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>$A_6$</td>
</tr>
<tr>
<td>$R_7$</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_7$</td>
</tr>
</tbody>
</table>

(a) An original classifier $K$

<table>
<thead>
<tr>
<th>$K_1$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_4$</td>
</tr>
<tr>
<td>$R_7$</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_7$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$K_2$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_3$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_5$</td>
<td>*</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_5$</td>
</tr>
<tr>
<td>$R_6$</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>$A_6$</td>
</tr>
</tbody>
</table>

(b) A prefix-reorderable partition of $K$

Figure 3: An example of a non-prefix-reorderable classifier

the rule $R$ would not be prefix. The observation imposes constraints on $B$, which may contradict each other: consider a classifier with $F_1 = (0 \, *)$ and $F_2 = (* \, 1)$. Generally, if $K$ contains two rules $R$ and $R'$ such that neither $\text{exact}(R) \subseteq \text{exact}(R')$ nor $\text{exact}(R') \subseteq \text{exact}(R)$, then $K$ is not prefix reorderable. The first theorem shows that the above condition is sufficient and is easy to check; in what follows $\text{exact}(K) = \{ \text{exact}(R) : R \in K \}$:

**Theorem** (chain criterion). A classifier $K$ is prefix-reorderable iff for every $E_1, E_2 \in \text{exact}(K)$ either $E_1 \subseteq E_2$ or $E_2 \subseteq E_1$ holds, i.e., $\text{exact}(K)$ can be reordered to form a “chain”: $E_{i_1} \subseteq \ldots \subseteq E_{i_{|\text{exact}(K)|}}$. The permutation of bit indices can be found in $O(|K| \cdot w)$ time (if one exists).

Once a permutation $B$ witnessing $K$’s prefix-reorderability is found, it only remains to transform the prefix classifier $K^B$ into an LPM classifier, which can be done with a trie-based algorithm $\text{PrefixToLPM}$ in $O(|K| \cdot w)$ time (Theorem 2 in [31]). Note, neither transformation increases the number of rules.

Next, there will be considered two approaches dealing with non prefix-reorderable classifiers. The first approach relaxes the prefix-reorderability property and takes advantage of the parallelism available at network devices, and the second uses additional rules.

**Minimal multi-group representation.** Assume that classifier’s rules are partitioned into prefix-reorderable groups. Then each group can be transformed into an equivalent LPM classifier using the algorithms discussed above. Since modern network devices are able to perform several lookups at line rate, it is feasible to perform a lookup in each of the constructed classifiers and return the highest priority result as a final answer. For example, the classifier $K$ in Figure 3(a) is not prefix reorderable, nevertheless, it can be partitioned into $K_1$ and $K_2$ as in Figure 3(b). Both $K_1$ and $K_2$ are prefix-reorderable; hence, once they are transformed into LPM form, two LPM lookups would be enough to implement $K$. The number of lookups supported at line rate is limited, thus it is desirable to minimize the number of groups.

**Problem (MinGR).** Find a partition of rules of a given classifier $K$ into a minimal number of disjoint prefix-reorderable groups.

The crucial step towards a solution for MinGR is to move from partitioning of $K$ to partitioning of $\text{exact}(K)$. From the chain criterion it is known that $K' \subseteq K$ is prefix reorderable iff $\text{exact}(K')$ is a chain. It follows that given a solution to MinGR it is possible to produce a chain cover of $\text{exact}(K)$ of the same size. In the opposite direction, from any chain cover of $\text{exact}(K)$ it is possible to build group-wise
prefix-reorderable partition of $\mathcal{K}$ of the same size by grouping the rules according to $\text{exact}$. The MinGR problem is, thus, equivalent to the problem of finding the smallest chain partition of $\text{exact}(\mathcal{K})$.

Note, the last problem is expressed solely in terms of a partial order $\text{exact}(\mathcal{K})$ with relation $\subseteq$, and we can employ existing algorithmic solutions to the chain cover problem running in $O(|\text{exact}(\mathcal{K})|^{5/2})$ time [32]. Adding the time to construct a partial order and the time to recover rule partitions leads to the MinGroupPartition algorithm. It is expected in practice (and was confirmed in evaluation) that $|\text{exact}(\mathcal{K})|$ is much less than $|\mathcal{K}|$.

Theorem. The MinGroupPartition algorithm finds an optimal solution for the MinGR problem in time $O(|\text{exact}(\mathcal{K})|^{5/2} + |\mathcal{K}|^2w)$.

The number of groups produced by MinGroupPartition and, hence, the number of lookups required, can still be too large to implement at line rate on the LPM infrastructure.

Theorem. There exists a classifier $\mathcal{K}$ with $|\mathcal{K}| = O(\frac{1}{\sqrt{w}}2^{w/2})$ such that an optimal solution for the MinGR problem requires exactly $|\mathcal{K}|$ groups.

Even though such a degenerate case as in the previous theorem is unlikely to occur, there may exist some small subset of rules that are “bad” for prefix-reorderability rendering a solution produced by MinGroupPartition infeasible to implement. The remedy to the issue is a “mixed” representation, where some part of the classifier is represented using traditional non-LPM techniques (e.g., in a small TCAM). The optimization objective is to minimize the size of that part given a limit on the number of LPM groups.

Problem (MaxCov). Given a classifier $\mathcal{K}$ and a constant $\beta > 0$, partition the largest possible subset of $\mathcal{K}$’s rules into at most $\beta$ prefix-reorderable groups.

To solve the MaxCov problem a MaxCoveragePartition algorithm slightly alters the underlying graph from [32] and runs minimum weight matching to account for “non-covered” rules.

Theorem. The MaxCoveragePartition algorithm produces an optimal solution for the MaxCov in time $O(|\text{exact}(\mathcal{K})|^2|\mathcal{K}| + |\mathcal{K}|^2w)$.

A nice property that both MaxCoveragePartition and MinGroupPartition share is that non-prefix-reorderable classifiers are handled without increasing the number of rules. Still, sometimes it might be worthwhile to trade some memory for a smaller number of groups or a smaller size of the traditionally-represented part.

Problem (MaxCov−m). Given a classifier $\mathcal{K}$, a constant $\beta > 0$, and a maximal number of rules $M$, find the largest subset $\mathcal{K}' \subseteq \mathcal{K}$ and a multigroup classifier $\mathcal{K}^*$ equivalent to $\mathcal{K}'$ with $|\mathcal{K}^*| \leq M$ such that $\mathcal{K}^*$ can be split into at most $\beta$ prefix-reorderable groups.

As the MaxCov−m problem does not restrict the ways in which $\mathcal{K}'$ can be modified, it is unlikely that an optimal solution can be found efficiently. A proposed heuristic repeatedly takes a rule $R$ that cannot be fit into any of $\mathcal{K}'$’s groups, and adds more indices to $\text{exact}(R)$ by expanding non-exact bits in the $R$’s filter, essentially duplicating the rule.

Shrinking the classification width. It still may be the case that the classification width of the input classifier $\mathcal{K}$ may be larger than $w_{\text{LPM}}$ supported by the infrastructure. To reduce the width in [18] authors suggest exploiting a rule-disjointness property. A classifier $\mathcal{K}$ is rule-disjoint on a set of bit indices $B$
iff in $\mathcal{K}^B$ no two rules intersect. If $\mathcal{K}$ is rule disjoint on $B$, then $\mathcal{K}$ is equivalent to $\mathcal{K}^B$ with each action augmented by a false-positive check against the corresponding rule from $\mathcal{K}$. The width is reduced if $|B| < w$. A notable observation is that rule-disjointness and prefix-reorderability do not conflict with each other. Nevertheless, it is unclear which property should be satisfied first for the best performance.

**Implementation and Evaluation.** The optimizations described above were implemented in a platform-agnostic way using the P4-language infrastructure [40]. They also were evaluated based on synthetic classifiers from the Classbench [38] suite. A heuristic that first splits the rules into rule-disjoint groups and then into LPM groups while doing bounded “don’t care” bit expansions performed the best. For instance, we were able to represent on 32-bit-wide LPM infrastructure 80% to 99% of rules for ACL-based classifiers, 38% to 100%—for firewall-based, and almost 100%—for IP-chain-based (see Tables I and II in Appendix B).

**4.2.2 Representing complex policies**

The previous section approached the representation of complex policies on existing infrastructures from the point of view of a single network element. To satisfy network-wide rule capacity constraints, [21] and [22] suggested a “virtual pipeline” approach to resource sharing. In particular, [22] introduced the splitting of a policy among the switches on the path of a network flow as a building block in the network-wide policy representation. Formally, given a classifier $\mathcal{K}$, the splitting of $\mathcal{K}$ is defined as a sequence of classifiers that is equivalent to $\mathcal{K}$. A lookup into a sequence $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$ is performed through a sequence of lookups into each of $\mathcal{K}_i$ in order, each time applying an action returned from the $i$th lookup before proceeding to the $(i + 1)$th. The intuition is that if $\mathcal{K}$ represents a policy for a given flow, then $\mathcal{K}_i$ should be stored on the $i$th switch along the flow’s path. An $l$-splitting of a classifier $\mathcal{K}$ is a splitting of $\mathcal{K}$ having $l$ elements. The formal problem is stated below.

**Problem** (FlowSplit). Given a classifier $\mathcal{K}$ and a sequence of switch capacities $c_1, c_2, \ldots, c_l$, find an $l$-splitting $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$ of $\mathcal{K}$ such that $\mathcal{K}_i$ has at most $c_i$ rules.

The complexity of the FlowSplit problem comes from intersecting rules, i.e., rules that match the same header. For instance, if a classifier $\mathcal{K}$ in Figure 4(a) is split arbitrarily as in Figure 4(b), then the equivalency may be lost: a header $\langle 1 \ 0 \ 1 \ 0 \rangle$ is matched twice: first in $R_1$ and then in $R_2$. A possible fix is to add `nop`-rules to $\mathcal{K}_2$ as shown in Figure 4(c).

There are two existing solutions to the issue of intersecting rules. Palette [21] expands $\ast$ bits, so that rules could be split into non-intersecting groups, i.e. no two $\mathcal{K}_i$ and $\mathcal{K}_j$, $i \neq j$, would match the same header. The optimization problem that arises from such approach is computationally hard, forcing Palette to resort to heuristics. The other approach, One Big Switch (OBS) [22], allows rules at different switches to intersect. To construct $\mathcal{K}_j$, OBS chooses a multidimensional rectangle $r_i$ and sets $\mathcal{K}_j$ to be a “projection” of all remaining (not covered by $\mathcal{K}_j$, $j < i$) rules on $r_i$. To preserve the equivalency, in every later switch $\mathcal{K}_j$, $j > i$, a special high priority rule is added, mapping $r_i$ to the `nop` action (similar to Figure 4).
A boolean minimization technique. The first technique, introduced in this dissertation, takes the iterative approach of OBS as a basis, but allows $\mathcal{K}_i$ to represent an arbitrary subset of rules, not necessarily a rectangle. The price of that flexibility is a larger number of \texttt{nop}-rules introduced to subsequent switches.

The technique relies on \textit{Boolean Minimization} \cite{BM} and is called BM. It operates in $l$ steps, the $i$th step, $1 \leq i \leq l$, takes as input a classifier $\mathcal{K}^{(i-1)}$ ($\mathcal{K}^{(0)} = \mathcal{K}$) and using a heuristics (an algorithm’s parameter) selects a subset $\mathcal{K}_i' \subseteq \mathcal{K}^{(i-1)}$. Then, $\mathcal{K}_i$ is set to $\mathcal{K}^{(i-1)}$ with all rules not in $\mathcal{K}_i'$ having the \texttt{nop} action, and boolean minimization is then run over $\mathcal{K}_i$. If the result fits in $c_i$, $\mathcal{K}^{(i)}$ is constructed similarly to $\mathcal{K}_i$, except that all rules in $\mathcal{K}_i'$ are being mapped to \texttt{nop}. The $(i+1)$th step begins next. Figure 4 shows one possible result of BM. The subset-selection heuristic can supply more than one candidate for $\mathcal{K}_i$.

One-bit of metadata. It can be shown (see Section 4 in \cite{OBS}) that all three approaches BM, Palette, and OBS are incomparable in general. Still, they all share three common limitations: (1) \textit{memory expansion} due to either \texttt{nop} rules (OBS, BM) or rule duplication (Palette); (2) \textit{slow running times} due to hard underlying optimization problems; and (3) \textit{lack of support for dynamic fields}, i.e., the fields that are changed by actions and are also used for classification. A solution avoiding all three limitations and requiring just one bit of metadata can supply more than one candidate for $\mathcal{K}_i$.

Consider a naive approach of putting first (according to priority) $c_1$ rules of $\mathcal{K}$ into $\mathcal{K}_1$, then next $c_2$ rules into $\mathcal{K}_2$, and so on until all rules have been assigned. The only thing that may go wrong is that a header first matched at some $\mathcal{K}_i$ would be matched again at $\mathcal{K}_j$, $j > i$ since the first match in such a scheme is always the right one. A simple fix for repeated matching implemented in a OneBit algorithm introduces a special \texttt{matched} bit to a header indicating whether the header has already been matched, the classification is then performed only if \texttt{matched} is not set. Every action in each $\mathcal{K}_i$ is modified to set the \texttt{matched} bit, and the default action (applied in case of no-match) of $\mathcal{K}_i$ resets \texttt{matched}. The following theorem states that OneBit has indeed avoided the limitations of the earlier approaches.

\textbf{Theorem.} \textit{Given a FlowSplit’s instance }$(\mathcal{K}, \{c_i\})$ \textit{with }$\sum_i c_i \geq |\mathcal{K}|$, \textit{the OneBit algorithm constructs in }$O(|\mathcal{K}|)$ \textit{time an }$l$-\textit{splitting of }$\mathcal{K}$ \textit{that remains correct in the presence of dynamic fields and requires }$|\mathcal{K}|$ \textit{rules in total.}

Network-wide solution. The OneBit algorithm solves the policy-representation problem only for a single flow. Network-wide, there are multiple flows, each is a subject to its own policy and has its own forwarding path. In \cite{Network} the following joint policy placement problem was stated:

<table>
<thead>
<tr>
<th>$\mathcal{K}$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
<th>$\mathcal{K}_1$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
<th>$\mathcal{K}_2$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>$A_1$</td>
<td>$R_1$</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>$A_1$</td>
<td>$R_1$</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>\texttt{nop}</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$A_2$</td>
<td>$R_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$A_3$</td>
<td>$R_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>\texttt{nop}</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$A_3$</td>
<td>$R_4$</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>$A_4$</td>
<td>$R_4$</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>\texttt{nop}</td>
</tr>
<tr>
<td>$R_4$</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>$A_4$</td>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_2$</td>
<td>$R_4$</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>$A_4$</td>
</tr>
</tbody>
</table>

(a) An original classifier $\mathcal{K}$

(b) Not a splitting of $\mathcal{K}$

(c) A version of $\mathcal{K}_2$ augmented with \texttt{nop}-rules to preserve equivalency

Figure 4: An example of a classifier splitting
**Problem** (MultiFlowSplit). Given a set of nodes $V$, node capacities $c : V \to \mathbb{N}$, and a set of $k$ path/classifier pairs $(P_i, K_i)$, where $P_i$ is a sequence of vertices $(v_i^1, \ldots, v_i^l)$, find a capacity allocation $a : V \times [k] \to \mathbb{N}$ such that $\sum_{i=1}^k a(v, i) \leq c(v)$, and a solution for each FlowSplit problem with $K = K_i$ and $c_j = a(v_j^i, i)$ for $j = 1, \ldots, l_i$.

To solve MultiFlowSplit OBS’s authors suggested an iterative heuristic that repeatedly refined per-flow capacity allocation, attempting to solve individual FlowSplit problems on every iteration using OBS technique. There was no bound on the number of iterations since there was no criterion for OBS to succeed in policy splitting. In contrast, the simplicity of a similar criterion for OneBit leads to a one-shot solution to the MultiFlowSplit problem via a reduction from the per-flow capacity allocation problem to the maximum flow problem.

### 4.3 Elastic processing

Elasticity offered by the cloud allows for greater flexibility and operational savings. To be efficient, the resource capacity should match the offered load as close as possible. Since it is infeasible to adjust the capacity instantaneously, some degree of capacity planning is required. Traditionally, it has been a user’s responsibility, but recently, a new “pay-per-use” approach has emerged in the form of *serverless computing* [2, 3, 4], where users only pay for actually processed requests. The work “On demand elastic capacity planning for service auto-scaling” (see Appendix D and [34]) addresses the challenges of building an efficient capacity planning scheme in a serverless setting, it constitutes the fourth set of results from Section 2.

**Model description.** The time is assumed to be slotted. While a given request may need different types of resources (e.g., memory, processing, or network bandwidth), all are jointly modelled as a single *(virtual)* resource unit. Every request $r$ has an associated value $v(r)$ and is considered processed if it has been allocated exactly one resource unit for exactly one time slot. Once processed, $r$ adds $v(r)$ to the revenue; the scaling is such that $\min_r \{v(r)\} = 1$. Reflecting operational expenses, the allocation of a resource unit costs $\alpha$, and keeping a resource unit allocated has a maintenance cost $\beta$ per time slot. Finally each time slot $t$ is divided into three phases: (1) arrival: a set $A_t$ of new requests arrives; (2) processing: a set $P_t$ of requests is chosen for processing, $|P_t|$ must be less than $N_t$, the number of allocated resources; (3) prediction the resource capacity $N_{t+1}$ is planned for the next time slot. Note, phases (2) and (3) can be handled in parallel, the essential constraint is that the prediction happens before the next arrival to account for the allocation delay. The set of requests to choose $P_t$ from depends on the ability to delay request processing, the study of a fundamental trade-off between delaying requests and dropping them altogether is the main topic of [34].

**Objective.** The objective is to minimize $\sum_t (\sum_{r \in P_t} v(r) - \beta N_t - c_t)$, where $c_t$ is the cost of changing the resource capacity from $N_t$ to $N_{t+1}$. Hereafter a linear cost model is assumed, i.e., $c_t = \max\{0, N_{t+1} - N_t\}$. In the economic setting, average case guarantees are insufficient, so the competitive worst-case analysis [30] is used instead. A given *online* algorithm ALG is called $\alpha$-competitive, $\alpha \geq 1$, if for any finite
sequence of requests $\sigma$ ALG’s objective value $\text{ALG}(\sigma)$ is at least $\text{OPT}(\sigma)/\alpha$, where $\text{OPT}(\sigma)$ is an objective value of the optimal offline algorithm $\text{OPT}$; ALG is not competitive if no such $\alpha$ exists.

**Bufferless setting.** If a request cannot be delayed, i.e., $P_t \subseteq A_t$ must hold, then such a setting is called BufferLess with Heterogeneous values (BLH). Unfortunately, even if it is profitable to process one request alone ($\alpha < 1 - \beta$), there is no competitive algorithm:

**Theorem.** If $\alpha < 1 - \beta$, then in BLH any deterministic online allocation policy is non-competitive.

The above theorem relies on the inability to predict the right amount of resources for the first arrival: there may always arrive more requests. To make the setting more realistic, an upper bound $B$ on the number of allocated resource units is imposed in the Bounded BufferLess setting with Heterogeneous values (BBLH). Nonetheless, $B$ can be arbitrarily large, so non-competitiveness still holds:

**Theorem.** If $\alpha < 1 - \beta$, then in BBLH any deterministic online allocation policy is non-competitive.

**Buffered setting.** Motivated by the negative results of the bufferless setting, a buffer of size $B$ is introduced into the model. Requests from $A_t$ that have not been immediately serviced during $t$ are held in the buffer (at most $B$ in total) for later processing. There are two variations of the model: Buffered with Heterogeneous values (BH) useful for upper bounds (as a more general one) and Buffered with Uniform values (BU) for lower bounds. Still, no optimal online algorithm exists.

**Theorem.** If $\alpha < 1 - \beta$, then in BU every online algorithm is at least $\left(2 - \frac{\alpha}{1 - \beta}\right)$-competitive.

The first strategy that takes advantage of the buffer is called NRAP.

**Definition.** Next Round Allocation policy (NRAP) operates as follows:

- on arrival: requests are accepted as long as there is room in the buffer; if the buffer is full then higher-valued requests always push out lower-valued ones from the buffer;
- on processing: either requests left from the previous time slot or those that have pushed them out are chosen for processing;
- on prediction: $k$ resource units are predicted iff there are going to be $k$ requests in the buffer by the end of the timeslot (i.e., not counting the requests under processing).

It follows that NRAP never allocates more resources than necessary, but being to eager it may spend a lot on (de-)allocation. Nevertheless, NRAP has constant competitiveness once $\alpha < 1 - \beta$:

**Theorem.** If $\alpha < 1 - \beta$, then in BH the NRAP algorithm is at most $\left(2 \cdot \frac{1 - \beta}{1 - \alpha - \beta}\right)$-competitive.

The $\alpha < 1 - \beta$ condition is essential for NRAP to stay competitive since in general it performs one allocation per processed request. If allocation cost is higher and approaches 1 then NRAP’s competitiveness tends to infinity.

**Theorem.** If $\alpha < 1 - \beta$, then in BU the NRAP algorithm is at least $\left(1 + \frac{1 - \beta}{1 - \alpha - \beta}\right)$-competitive.

In order to support allocation costs greater than $1 - \beta$, the next capacity planning algorithm, called $\rho$-AAP, does not allocate a resource unit until there is a sufficient number of pending requests to cover the allocation cost. Each resource unit has its own batch of pre-assigned requests.
Definition. The Amortizing Allocation Policy $\rho$-AAP with parameter $\rho > 1$ operates as follows.

- on arrival: incoming requests are accepted as long as the remaining buffer capacity plus the number of allocated resource units is more than $\left( B - \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor \right) / \left( \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor + 1 \right) - \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor$ (positive integer for simplicity); only requests accepted in the current time slot are allowed to be pushed out.

- on processing: for each allocated resource unit choose one of preassigned requests for processing.

- on prediction: while the total value of non-preassigned requests in the buffer is at least $\left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor$:
  - predict that an additional resource unit $v'$ will be needed for the next time slot;
  - preassign to $v'$ as few as possible non-preassigned requests with total value at least $\left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor$;
  for every allocated resource unit with preassigned requests, predict that this unit will be needed for the next timeslot; deallocate those units that do not.

The following theorem summarizes the competitiveness guarantees of the $\rho$-AAP policy. For a simpler analysis $\rho$-AAP is given small extra buffer space compared to OPT.

Theorem. If $\alpha \geq (1 - \beta)$, the $\rho$-AAP algorithm with a buffer of size $B + \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor$ has competitive ratio at most $\frac{\rho}{\rho - 1} \left( \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor + 1 \right)$ in BH and at least $\left( \left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor + 1 \right)$ in BU against OPT with a buffer of size $B$.

Latency analysis. To maintain quality of service it is important to control latency experienced by requests. If a request $r$ arrives at time slot $t_a(r)$ and leaves the system at $t_f(r)$, then $\text{lat}(r) = t_f(r) - t_a(r)$. For an algorithm ALG there are two possible definitions of latency: worst case latency $\text{lat}(\text{ALG}) = \sup_{r \in \sigma} \max_{t_a(r)} \text{lat}(r)$; and average case latency $\text{lat}_{\text{avg}}(\text{ALG}) = \sup_{\sigma} (\sum_{r \in \sigma} \text{lat}(r) / |\sigma|)$.

While latency of the NRAP algorithm is optimal, $\rho$-AAP may hold requests indefinitely until enough of them are accumulated. In order to perform latency analysis for $\rho$-AAP, we assume that at least one request arrives every time slot. We introduce a modified version of $\rho$-AAP, called $\rho$-AAPm, that drops all non-preassigned requests if no requests arrive.

Theorem. In the BH model: (1) $\text{lat}(\text{NRAP}) = 1$; (2) $\text{lat}_{\text{avg}}(\text{NRAP}) = 1$; (3) $\text{lat}(\rho$-AAPm) = $\left\lfloor \frac{\rho a}{1 - \beta} \right\rfloor$; and (4) $\text{lat}_{\text{avg}}(\rho$-AAPm) $\geq \frac{1}{2} \left\lceil \frac{\rho a}{1 - \beta} \right\rceil + \frac{1}{2}$.

Bounded Delay Model. Instead of bounding latency a posteriori, latency can be incorporated into the model. In the Bounded Delay (BD) model each request $r$ comes with a deadline $d(r) \geq 1$, s.t., if $r$ arrives on $t_a(r)$ it is automatically dropped after $t_a(r) + d(r)$. The number of resources and the buffer size are unbounded. There is still an implicit bound on the buffer size: maximal arrival rate $\times$ maximal deadline. The BD model does not allow for competitiveness even under a weaker assumption than BU.

Theorem. If $\alpha > 1 - \beta$, then in BD any deterministic online policy is not competitive.

The NRAP policy given an unbounded buffer never pushes out requests and, hence, always processes the request from the previous time slot, allowing to achieve constant competitiveness once $\alpha < 1 - \beta$.

Theorem. If $\alpha < 1 - \beta$, then in BD any deterministic online policy is at least $\left( 1 + \frac{\alpha}{2(1 - \alpha - \beta)} \right)$-competitive, and NRAP is at most $\left( 1 + \frac{\alpha}{1 - \beta - \alpha} \right)$-competitive.
The last setting called Limited buffer Bounded Delay (LBD) imposes a fixed bound $B$ on the number of allocated resources. Compared to BD the LBD model only slightly affects competitiveness.

**Theorem.** If $\alpha < 1 - \beta$, then in LBD any deterministic online policy is at least $(2 + \frac{\alpha}{1 - \beta - \alpha})$-competitive, while NRAP is at most $3(1 + \frac{\alpha + \beta}{1 - \beta - \alpha})$ and at least 3 competitive.

The experimental evaluation (see Section VIII in Appendix D) using synthetically generated traces has shown that if the allocation cost $\alpha$ remains small and the buffer size $B$ is large, the proposed algorithms outperform learning-based straw-man approaches. As the allocation cost grows $p$-AAP looses noticeably due to being over-cautious and underutilizing available resources.

### 4.4 Optimizing Compute-Aggregate Task Planning

An important class of big data processing applications are compute-aggregate systems where several data chunks must be aggregated at a given location. These systems are being optimized for latency and cost-efficiency, but rarely does the optimization take network constraints into account leading to TCP-incast [25] issues and link overload. The full joint optimization problem contains many moving parts, for which reason we introduce two independent phases; (1) finding the cheapest possible aggregation plan; and (2) performing actual aggregations and data transmissions while optimizing desired objectives. In a paper titled “Formalizing Compute-Aggregate Problems in Cloud Computing” the focus is on the first phase and, in particular, on the unified properties of compute-aggregate tasks that lead to efficient aggregation plans, which is the last result from Section 2

The network is modelled as an undirected graph $G = (V, E)$, where $V$ is a set of computing nodes, and $E$ is a set of connecting links. The compute aggregate task is represented by a target vertex $t \in V$ where the final result aggregated, and a set of initial data chunks $C = \{x_1, \ldots, x_n\}$, where each chunk $x$ has a location denoted by $v(x) \in V$ and a size denoted by $size(x) \in \mathbb{R}_{\geq 0}$. To combine a multitude of possible optimization objectives (e.g., latency, throughput, avoidance of congestion) a single per-link cost function $c : E \leftarrow \mathbb{R}_{\geq 0}$ is used: to transmit $x$ through $e \in E$ one must pay $c(e) \cdot size(x)$.

**Move to root is suboptimal.** The processing scheme that currently prevails is to send every chunk to the root $t$ and perform all aggregations there. It may be suboptimal or infeasible for three reasons: (1) insufficient memory capacity for low-latency in RAM applications; (2) data is sent to the root simultaneously causing TCP-incast [25]; (3) suboptimal transmission cost (as defined earlier). It is possible to improve on the first two issues by sending data chunks to $t$ one by one and immediately aggregating as they arrive. To gain more flexibility in the aggregation order operations should be associative: $aggr(x, aggr(y, z)) = aggr(aggr(x, y), z)$, and commutative: $aggr(x, y) = aggr(y, x)$.

**Intermediate Aggregations.** The principle of moving computation to data is widely used in big data processing to reduce network traffic. In this work we further extend that principle to moving aggregation to data, which allows data aggregation to happen at intermediate nodes. The extension is formalized as follows: an aggregation plan $P$ is a sequence of operations $(o_1, o_2, \ldots, o_m)$, where each $o_i$ is either $move(x, v)$ that moves a chunk $x$ to a vertex $v$; or $aggr(x, y)$ that merges two chunks $x$ and $y$.
located at the same vertex, which results in a new chunk \((xy)\). After \(P\) has been entirely processed, there must remain a single chunk \(z\), s.t., \(v(z) = t\).

Every aggregation plan \(P\) has an associated transmission cost \(\text{cost}(P)\) that is a sum of costs of all \(P\)'s operations: \(\text{cost}(\text{move}(x, v)) = \text{size}(x) \cdot d(v(x), v)\), where \(d(u, v)\) is the cheapest \((u \sim v)\)-path according to \(c\), and \(\text{cost}(\text{aggr}(x, y)) = 0\) since no data transmission is taking place.

Compared with the move to root strategy, intermediate aggregations: (1) reduce incoming traffic of individual nodes, improving TCP-incast behavior; (2) reduce aggregated data at individual nodes, improving memory efficiency; and (3) reduce overall amount of transferred data and, as a result, the transmission cost. Also, note that an aggregation plan is fully decoupled both from the network transport responsible for data transmission and from the application responsible for aggregation.

**Aggregation size function.** To state the problem formally, it remains to define \(\text{size}(xy)\) for any \(\text{aggr}(x, y)\) operation. Knowing the exact value is infeasible during the planning phase: the value may depend on \(x\)'s and \(y\)'s content, and it may require to actually perform the aggregation. As a trade-off between accuracy and feasibility each application is asked to provide a size-based approximation in the form of an aggregation size function \(\mu : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}\), so that the following equality holds (on execution it holds only approximately) \(\text{size}(xy) = \mu(\text{size}(x), \text{size}(y))\). The \(\mu\) function must satisfy the same commutativity and associativity constraints as \(\text{aggr}\). These are some examples of \(\mu\): \(\mu(a, b) = \text{const}\) for finding the top \(k\) elements; \(\mu(a, b) = \min(a, b)\) or \(\mu(a, b) = \max(a, b)\) for choosing the best data chunk; \(\mu(a, b) = a + b\) for concatenation or sorting; \(\max(a, b) \leq \mu(a, b) \leq a + b\) for set union.

**Problem (CAM — compute-aggregate minimization).** Given a connected undirected graph \(G = (V, E)\), a cost function \(c\), a target vertex \(t\), a set of initial data chunks \(C\), and an aggregation size function \(\mu\), the CAM[\(\mu\)] problem is to find an aggregation plan \(P\) such that \(\text{cost}(P)\) is minimized.

There are two important special cases of CAM: CCAM and TCAM. In the first, for security reasons it is prohibited to aggregate chunks at intermediate nodes. As a result, the set of vertices where initial chunks are located becomes equal to \(V\). In the second case we restrict the topology \(G\) to a tree.

**Hardness and connection to the minimum Steiner tree problem.** Interestingly, without the associativity constraint on \(\mu\), there does not exist a polynomial time algorithm with a constant approximation factor unless \(P = \text{NP}\). The proof of the following theorem is based on a reduction from the knapsack problem.

**Theorem.** Unless \(P = \text{NP}\), there is no polynomial time approximation algorithm for CAM without associativity constraint on \(\mu\) even if \(G\) is restricted to two vertices.

To understand the connection between CAM and the minimum Steiner tree problem (MSTT) it is instructive to consider a special case where all initial chunks have equal sizes and \(\mu(x, x) = x\). With such a choice of \(\mu\) it is always beneficial to merge chunks; hence, the aggregation would happen strictly along the tree. Note, the cost of the aggregation plan would be equal to the total cost of the tree multiplied by \(x\), and we see that the CAM problem becomes equivalent to MSTT. In a general case we would need to pay a multiplicative factor, equal to the ratio between maximum and minimum chunk size among all
possible chunks. Using commutativity and associativity we can express both extrema as follows: let \( W_C[\mu] = \max_{C \subseteq C'} \{ \mu(C') \} \) and \( w_C[\mu] = \min_{C \subseteq C'} \{ \mu(C') \} \).

**Theorem.** If there exists a polynomial \( \alpha \)-approximate algorithm for MStT, then there exists a polynomial algorithm that solves CAM\([\mu]\) with approximation factor \( \frac{W_C[\mu]}{w_C[\mu]} \).

There is a simple 2-approximation to the MSTT based on the minimum spanning tree of the \( G \)'s distance closure and a much more involved algorithm leading to \( \alpha = \ln 4 + \epsilon \leq 1.39 \) [44]. The two special cases, namely CCAM and TCAM, when viewed from MSTT perspective become the minimum spanning tree and the unique Steiner tree, respectively. Both can be found in polynomial time, and hence in the above theorem has \( \alpha = 1 \) for CCAM and TCAM.

**Corollary.** There exist polynomial algorithms that solve CCAM\([\mu]\) and TCAM\([\mu]\) on a set of chunks \( C \) with approximation factor \( \frac{W_C[\mu]}{w_C[\mu]} \).

Furthermore, if we know that \( \min\{a, b\} \leq \mu(a, b) \leq \max\{a, b\} \), then \( W_C[\mu] = W_C = \max_{c \in C} \{ \text{size}(c) \} \) and \( w_C[\mu] = w_C = \min_{c \in C} \{ \text{size}(c) \} \). As a result, it is possible to obtain a multiplicative factor which is independent of the exact choice of \( \mu \):

**Theorem.** If \( \min\{a, b\} \leq \mu(a, b) \leq \max\{a, b\} \) for all \( a, b \) and there exists a polynomial \( \alpha \)-approximate algorithm for MStT, then there exists a polynomial algorithm that solves CAM\([\mu]\) with approximation factor \( \frac{W_C[\mu]}{w_C[\mu]} \).

**Corollary.** If \( \min\{a, b\} \leq \mu(a, b) \leq \max\{a, b\} \) then there exist polynomial algorithms that solves CCAM\([\mu]\) and TCAM\([\mu]\) with approximation factor \( \frac{W_C[\mu]}{w_C[\mu]} \).

Finally, when \( \mu(a, b) \geq a + b \), then it never makes sense to merge chunks and we are able to treat all the chunks independently reducing the CAM to the problem of finding shortest paths from \( t \).

**Theorem.** If \( \mu(a, b) \geq a + b \) for all \( a, b \) then there exists a polynomial optimal algorithm for CAM\([\mu]\), CCAM\([\mu]\), and TCAM\([\mu]\); for TCAM\([\mu]\) the running time is \( O(|C| + |G|) \).

## 5 Conclusion

This dissertation addresses fundamental scalability constraints of modern computing infrastructures, following the specific goals and objectives introduced in Section 1.2.

First, we have made important progress in the field of in-network data processing. To support new objectives and data stream characteristics during processing of multiple data streams, we performed worst-case performance analysis for several natural priority-based buffer management policies (Section 4.1). This analysis has for the first time jointly considered two characteristics, value and processing requirements. This has allowed us to make an optimal choice of the management policy in such a setting. In particular, we have shown that prioritizing according to value-to-work ratio is not always the best option, contrary to natural intuition.

Second, it has been proven possible to represent complex classification policies on existing network infrastructure through: (1) novel ternary-to-LPM classifier transformation algorithms (Section 4.2.1), and (2) an efficient but simple scheme for network capacity sharing (Section 4.2.2). As a result, we have introduced and justified techniques that achieve the expressiveness required for in-network data processing.
processing without excessive costs.

Third, for efficient serverless computing we have studied the trade-off between delaying service requests and revenue maximization in the serverless setting, using a novel formalization of serverless economics (Section 4.3). As part of this study, we have developed and studied two novel capacity planning algorithms, providing worst-case (assumption-free) performance guarantees and latency analysis for each. One major benefit of these contributions lies in cost efficiency improvements for the most elastic (i.e., flexible) computing paradigm.

Fourth, to exploit intermediate data aggregations we have developed a two-phase approach (Section 4.4). The first phase optimizes for budget constraints based only on the information necessary to construct an efficient aggregation plan. Desired objectives (e.g., latency or throughput) are captured indirectly and optimized by the network during the second phase. By separating the two phases, we make network transport less reactive, reducing its task to scheduling of aggregations according to the constructed aggregation plan. Intermediate aggregations used in that plan bring an additional advantage that many aggregation issues (e.g., TCP-incast or memory capacity constraints) should become much less pronounced.

In total, this thesis represents significant progress towards the direction of exascale big data processing in a networked environment. This progress exposes a great potential of the underlying interconnecting infrastructure that has not seen much attention before. Taken together, our results allow to significantly enhance big data processing in computer networks without a radical redesign of underlying infrastructures.
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Appendices

A Paper “Priority queueing for packets with two characteristics”

Authors. Pavel Chuprikov, Sergey Nikolenko, Alex Davydow, and Kirill Kogan

Abstract. Modern network elements are increasingly required to deal with heterogeneous traffic. Recent works consider processing policies for buffers that hold packets with different processing requirements (number of processing cycles needed before a packet can be transmitted out) but uniform value, aiming to maximize the throughput, i.e., the number of transmitted packets. Other developments deal with packets of varying value but uniform processing requirement (each packet requires one processing cycle); the objective here is to maximize the total transmitted value. In this paper, we consider a more general problem, combining packets with both nonuniform processing and nonuniform values in the same queue. We study the properties of various processing orders in this setting. We show that in the general case, natural processing policies have poor performance guarantees, with linear lower bounds on their competitive ratio. Moreover, we show several adversarial lower bounds for every priority queue and even for every online policy. On the positive side, in the special case when only two different values are allowed, 1 and $V$, we present a policy that achieves competitive ratio $(1 + \frac{W+2}{V})$, where $W$ is the maximal number of required processing cycles. We also consider copying costs during admission.
Abstract—Modern network elements are increasingly required to deal with heterogeneous traffic. Recent works consider processing policies for buffers that hold packets with different processing requirement (number of processing cycles needed before a packet can be transmitted out) but uniform value, aiming to maximize the throughput, i.e., the number of transmitted packets. Other developments deal with packets of varying value but uniform processing requirement (each packet requires one processing cycle); the objective here is to maximize the total transmitted value. In this work, we consider a more general problem, combining packets with both nonuniform processing and nonuniform values in the same queue. We study the properties of various processing orders in this setting. We show that in the general case natural processing policies have poor performance guarantees, with linear lower bounds on their competitive ratio. Moreover, we show several adversarial lower bounds for every priority queue and even for every online policy. On the positive side, in the special case when only two different values are allowed, 1 and $V^i$, we present a policy that achieves competitive ratio $(1 + \frac{W+2}{V})$, where $W$ is the maximal number of required processing cycles. We also consider copying costs during admission.

I. INTRODUCTION

Modern networks require implementation of advanced economic models that can be represented by desired objectives, network topology, buffering architecture, and its management policy. The current Internet architecture is mostly built for fairness, while consideration of other objectives such as network utilization, throughput, profit and others is required [27], [32]. For a given network topology and buffering architecture, design of management policies that optimize a desired objective is extremely important; a management policy of a single network element includes admission control and scheduling policies. Admission control is one of the critical elements of management policy. Most admission control policies are based on a simple characteristic such as buffer occupancy, whereas traffic has additional important characteristics such as processing requirements or value that are either not taken into account at all or a separate queue is allocated per traffic type. Incorporation of new characteristics (e.g., required processing per packet) in admission decisions and implementation of additional objectives beyond fairness lead to new challenges in design and implementation of traditional network elements.

In this work, we consider a single-queue switch where a buffer of size $B$ is shared among all types of traffic. We do not assume any specific traffic distribution but rather analyze our switching policies against adversarial traffic using competitive analysis [6], [35], which provides a uniform throughput guarantee for online algorithms under all possible traffic patterns. An online algorithm ALG is $\alpha$-competitive for some $\alpha \geq 1$ if for any arrival sequence $\sigma$ the total value transmitted by ALG is at least $1/\alpha$ times the total value transmitted in an optimal solution obtained by an offline clairvoyant algorithm (denoted OPT). If an online algorithm is not $\alpha$-competitive for any constant $\alpha$ independent of the input, it is said to be non-competitive. Note that a lower bound on the competitive ratio can be proven with a specific hard example while an upper bound represents a general statement that should hold over all possible inputs. In practice, the choices of processing order, implementation of push-out mechanisms etc. are likely to be made at design time. From this point of view, our study of worst-case behaviour aims to provide a robust estimate on the settings that can handle all possible loads.

The purpose of this work is to study the impact of both packet values and required processing on weighted throughput; to the best of our knowledge, this is the first attempt to study such impact. The paper is organized as follows. In Section II, we formally introduce the model we will use in this work, a model with both required processing and values. In Section III, we survey previous work in related buffer processing algorithms. In Section IV, we introduce several algorithms based on priority queuing that appear promising for this setting; these algorithms differ in the way how they order packets: by required processing, by value, or by a ratio of these numbers (i.e., by value per one processing cycle). In Section IV we begin with a negative result: we show that all of these algorithms have at least linear competitive ratio in the general case. Moreover, in Section V we proceed to show a general lower bound for any online algorithm proven in an adversarial fashion; this is an important new result for this model as previously considered special cases (uniform values with heterogeneous processing and uniform processing with variable values) allowed for optimal online policies. However, in Section VI we introduce an important special case when there are only two different possible values, i.e., packets may have different required processing but their value is limited to 1 and $V$. The maximal number of required processing cycles is $W$. In our main result, we present a policy based on a priority queue that achieves competitive ratio $(1 + \frac{W+2}{V})$. 
Note that while it may appear suspicious to compare packet values with required processing, in fact we are comparing ratios of the most valuable (resp., heaviest) packet to the least valuable (resp., lightest) packet because the minimal required processing and minimal value are always set to 1. In Section VII, we consider the \( \beta \)-push-out case, which takes copying cost into account by introducing additional penalties for push-out (a detailed explanation of \( \beta \)-push-out is given in Section VII). Section VIII presents simulation results where the proposed algorithms are evaluated with synthesized traces, and Section IX concludes the paper.

II. MODEL DESCRIPTION

We use a model similar to the one introduced in [1], [20] and subsequently used in [14]–[16], [23]–[25]. Consider a single queue that is able to hold \( B \) unit-sized packets and that handles the arrival of a sequence of packets, each of which is unit-sized. A new part of the problem setting in this work is to combine two different characteristics of a packet. Namely, we assume that each arriving packet \( p \) is branded with:

1. the number of required processing cycles (required work, or weight) \( w(p) \in \{1, \ldots, W\} \);
2. its processing value \( v(p) \in \{1, \ldots, V\} \).

These numbers are known for every arriving packet; for a motivation of why required processing may be available see [36], and values are usually defined externally. Although the values of \( W \) and \( V \) will play a fundamental role in our analysis, our algorithms will not need to know \( W \) or \( V \) in advance. Note that for \( W = 1 \) the model degenerates into a single queue of uniform packets with nonuniform value, as considered in, e.g., [5], [37], while for \( V = 1 \) it becomes a single queue of unit-valued packets with different required processing, as considered, e.g., in [22]–[24]. We will denote a packet with required processing \( w \) and value \( v \) by \( (w \mid v) \), and a sequence of \( n \) packets with the same parameters \( w \) and \( v \) by \( n \times (w \mid v) \).

The queue performs three main tasks, namely:

1. buffer management, i.e., admission control of newly arrived packets;
2. processing, i.e., deciding which of the currently stored packets will be processed;
3. transmission, i.e., deciding if already processed packets should be transmitted and transmitting those that should.

A packet is fully processed if the processing unit has scheduled the packet for processing for at least its required number of cycles. Even though a fully processed packet is eligible for transmission, in some settings it can be deliberately delayed, e.g., if FIFO transmission order is required [24], [25]. We consider transmission order constraints only once in Theorem 5 and assume that the packet is transmitted as soon as it is fully processed.

We assume discrete slotted time, where each time slot consists of three phases (see Fig. 1 for an illustration):

1. arrival: new packets arrive, and admission control decides if a packet should be dropped or, possibly, an already admitted packet should be pushed out;
2. processing: one packet is selected for processing by the scheduling unit;
3. transmission: at most one fully processed packet is selected for transmission and leaves the queue.

If a packet is dropped prior to being transmitted (while it still has a positive number of required processing cycles), it is lost. A packet may be dropped either upon arrival or due to a push-out decision while it is stored in the buffer. A packet contributes its value to the objective function only upon being successfully transmitted; note that only one packet may be transmitted per time slot. The goal is to devise buffer management algorithms that maximize the overall throughput, i.e., the total value of all packets transmitted out of the queue.

For an algorithm \( \text{ALG} \) and time slot \( t \), we denote by \( \text{IB}^\text{ALG}(t) \) the set of packets stored in \( \text{ALG} \)'s buffer at time slot \( t \) after arrival but before processing (i.e., the buffer state shown in the second row of Fig. 1); if the timeslot is clear from the context we write simply \( \text{IB}^\text{ALG} \). For every time slot \( t \) and every packet \( p \) currently stored in the queue, its number of residual processing cycles, denoted \( w_t(p) \), is defined to be the number of processing cycles it requires before it can be successfully transmitted, and its value, denoted \( v(p) \), is the number it contributes to the objective function upon transmission.

Three fundamental properties are often used in online algorithms. First, a policy is called greedy if it always accepts packets in the queue whenever it has free space. Greedy algorithms are usually amenable to efficient implementation and transmit everything if there is no congestion. Second, a policy is called work-conserving if it is always processing as long as it has packets with nonzero required processing in the buffer. Third, a policy is called push-out if it is allowed to drop packets that already reside in its queue; note that it does not make sense for a push-out policy to be non-greedy in the basic setting, but in the setting of Section VII where admitted packets incur nonzero copying cost this may not be the case. In what follows, we will assume that all push-out policies are greedy and all policies are work-conserving.

III. RELATED WORK

Rich literature has been devoted to special cases of our model where one characteristic is assumed to be uniform. In particular, admission control policies for the case of single-queued buffers where packets with uniform processing and varying intrinsic value arrive have been thoroughly studied. In the case of two values (1 and \( V \)) and First-In-First-Out (FIFO) processing order, the works [5], [37] present a deterministic non-push-out policy with competitive ratio \( 2 - \frac{1}{V} \), i.e., bounded by a constant. For the more general case, when packet values vary between 1 and \( V \), the works [5], [37] prove that the competitive ratio cannot be better than \( \Theta(\log V) \). In [4], this upper bound was improved to \( 2 + \ln V + \Omega(\ln^2 V) \). In the push-out case with two packet values, the greedy policy was shown in [17] to be at least 1.282 and at most 2-competitive. Later, the upper bound on the greedy policy was improved to 1.894 [19]; this work also considers the \( \beta \)-push-out case and proves that the greedy policy is at least 1.544-competitive.
Fig. 1. A sample time slot of $PQ_{-w,v}$, $PQ_{v,-w}$, and $PQ_{v/w}$.

Policies with memory have been considered in [3], [8], [26], [28].

Recently, packets with required processing but with uniform packet values in various settings have been considered in [9], [14]–[16], [23]–[25]. These works also follow the paradigm of competitive analysis, and their main results usually constitute good processing policies that have constant or logarithmic upper bounds on the competitive ratio. For a buffer with one queue of packets with uniform value, priority queue that orders packets according to their required processing is known to be optimal [14]. Our current work can be viewed as part of a larger research effort concentrated on studying competitive algorithms for management of bounded buffers. Initiated in [2], [17], [29], this line of research has received tremendous attention over the past decade. A survey by Goldwasser [11] provides an excellent overview of this field. Pruhs [33] provides a comprehensive overview of a related field of competitive online scheduling for server systems; however, scheduling for server systems usually concentrates on average response time and does not allow jobs to be dropped, while we focus mostly on throughput and allow push-out.

To control increasing queueing delays introduced by packet buffers, the bounded-delay model with varying intrinsic value was introduced by Kesselman et al. [18]. In that model, each packet is associated with a slack value $s$, which denotes a hard deadline when a packet should be processed. The greedy algorithm that always processes a packet with the earliest deadline is known to be 2-competitive [13], [18], and the best known competitive ratio is $2\sqrt{2} - 2 \approx 1.828$, as shown by Englert and Westermann [7]. A recent experimental study [34] evaluated the performance of different algorithms under a compatible deadline model. Note that a maximal slack value implicitly bounds a buffer size even if the buffer is theoretically unlimited. For this reason, the bounded-delay model appears to be more attractive for competitive analysis than the model, where a buffer is bounded explicitly. In this work, we not only consider an explicitly bounded buffer but also take into account required processing, which has a huge impact on the performance as both our theoretical results and simulation study will show.

Another very interesting class of results in competitive analysis are adversarial lower bounds that hold over all algorithms. Such bounds, when they can be proven, indicate that one cannot hope to get an optimal online algorithm, and a clairvoyant offline algorithm will always be able to outperform it. One well-known example of such a bound is the lower bound of $\frac{4}{3}$ on the competitive ratio of any algorithm in the model with multiple queues in a shared memory buffer and uniform packets (i.e., packets with identical value and required processing) [11], [12]. For the case of a single queue, previous works have considered two cases: variable value with uniform processing and variable processing with uniform values. In both cases, a single priority queue that orders packets with respect to the variable characteristic (largest value and smallest required processing first, respectively) is optimal, so there can be no nontrivial general lower bound regardless of transmission order. In the FIFO model, for the case of variable values and uniform processing there has been a line of adversarial lower bounds culminating in the lower bound of 1.419 that applies to all algorithms [21], with a stronger bound of 1.434 for the special case when $B = 2$ if all possible values are admissible [5], [37]. In the two-valued case, tight bounds are known: an adversarial lower bound of $r = \frac{1}{3}(\sqrt{13} - 1) \approx 1.303$ for any $B \geq 2$ and $r_{\infty} = \sqrt{2} - \frac{1}{2}(\sqrt{5 + 4\sqrt{2}} - 3) \approx 1.282$ for $B \to \infty$ and an online algorithm that achieves competitive ratio $r$ for arbitrary $B$ and $r_{\infty}$ for $B \to \infty$ [8]. In the case of variable processing with uniform values, no general lower bounds for FIFO order are known apart from a simple lower bound of $\frac{1}{2}(W + 1)$ for greedy non-push-out policies [24].

IV. ALGORITHMS AND LOWER BOUNDS

The ultimate goal of this entire line of research is to choose the right buffer management policy in every problem setting, i.e., for each possible switch configuration and every objective. For instance, previous works have studied in detail the interrelations between policies with and without push-out, the capability to drop previously accepted packets from the buffer [11], [31]; while non-push-out policies are simpler to implement in practice, they often turn out to be non-competitive in terms of weighted throughput with lower bounds on the competitive ratio linear in problem parameters such as buffer size $B$, maximal possible value $V$, or maximal required processing $W$. Note that even this is not quite the whole story: although non-push-out policies are usually clearly inferior with respect to (weighted) throughput, they can still
come out ahead for other objectives, e.g., minimizing the total power consumption (push-out might be a costly procedure).

Still, in this work we concentrate on the weighted throughput objective, and consider a setting where worst-case lower bounds, i.e., hard examples, are relatively easy to come by: we have two characteristics to play with for every packet, value and required processing, instead of just a single one as in majority of previous works [11], [31]. For this reason, we concentrate on studying the best class of natural algorithms available for the single queue setting, and previous research indicates that priority queues with push-out are the best tools that often lead to good results. In particular, Keslassy et al. showed that a single priority queue with push-out is optimal for packets with varying required processing and unit value [14].

Note, however, that though in previous work a single priority queue was usually the best algorithm, sometimes simply optimal, and the goal often was to try and achieve comparable throughput under additional constraints such as FIFO transmission order or multiple separate queues; in the setting with two different characteristics it is not even clear what a priority queue sorts its packets on: if one packet has less value but also less required processing than another, which one should we prefer? To capture different possible orderings in a priority queue, we introduce the following definition.

**Definition 4.1:** Let \( f \) be a function of packets, \( f(v, w) \in \mathbb{R} \), with the intuition that better packets have larger values of \( f \). Then the PQ\(_f\) processing policy is defined as follows:

- \( \text{PQ}_f \) is greedy, i.e., it accepts incoming packets as long as there is space in its buffer;
- \( \text{PQ}_f \) is work-conserving, i.e., it processes a packet as long as its buffer is not empty;
- \( \text{PQ}_f \) orders and processes packets in its queue in the order of decreasing values of \( f \);
- \( \text{PQ}_f \) pushes out a packet \( p \) and adds a new packet \( p' \) to the queue at time slot \( t \) if the buffer is full, \( p \) is currently the worst packet in the buffer and \( p' \) is better than \( p \): \( f(p) = \min_{q \in IB \text{PQ}_f} f(q) \), and \( f(p') > f(p) \). Here \( IB \text{PQ}_f \) is \( IB^{\text{PQ}_f}(t) \) for the current time slot \( t \).

In other words, \( \text{PQ}_f \) orders and processes packets according to the function \( f \). Note that this definition, again, restricts the space of possible algorithms. In theory, we could separate admission and processing order, accepting and pushing out packets with respect to one ordering but processing and transmitting them with respect to a different ordering. In [24], in the setting with one characteristic and FIFO transmission order constraint, a similar idea—decouple transmission order from processing order—has led to significant improvements in competitive ratios, including a constant upper bound on the competitiveness of a policy which admitted and processed its packets as a priority queue but transmitted them in FIFO order.

However, throughout this paper we simplify our considerations and assume that admission and processing orders are the same.

In particular, we consider three specific priority queues (here \( w \) denotes the current residual work and \( v \) denotes the packet’s value):

1. \( \text{PQ}_{-w,v} = \text{PQ}_{-w+v/(v+1)} \) orders packets in the increasing order of their required processing, breaking ties by value;
2. \( \text{PQ}_{v,-w} = \text{PQ}_{v-w/|w|+1} \) orders packets in the decreasing order of their value, breaking ties by required processing;
3. \( \text{PQ}_{v/w} \) orders packets in the decreasing order of their value-to-work ratio, i.e., it prioritizes packets that yield the best value per one time slot of processing.

Fig. 1 shows a sample time slot of these priority queues; in this case \( B = 3 \), all policies start with (5 | 2), (4 | 3), and (1 | 1) in their queues, and a (6 | 3) packet arrives. \( \text{PQ}_{-w,v} \) rejects the (6 | 3) since it has the largest processing requirement, \( \text{PQ}_{v,-w} \) pushes out (1 | 1) since it has the smallest value, and \( \text{PQ}_{v/w} \) pushes out (5 | 2) since it has the worst \( v/w \) ratio of 2/5 compared to 3/4, 1, and 3/6 of the other three packets.

One of the goals of this work is to explore which order performs best. Our main result in this part is that, in general, priority queues fail to provide constant or even logarithmic competitiveness in the setting with two packet characteristics, as they do in cases, where there is only a single characteristic. For all three specific PQ policies shown above, we prove linear (in \( V \) and/or \( W \) lower bounds on their competitive ratios against an optimal algorithm. This is an interesting and somewhat discouraging result since priority queues have proven to be efficient when each characteristic is considered separately, often with constant upper bounds on the competitive ratio or even shown to be optimal policies. Note that while it may seem intuitive that \( \text{PQ}_{v/w} \) should be best at least among these three, we will see lower bounds for all of them in this section, and later an even more counterintuitive result in a special case with two values.

For a lower bound, it suffices to present a hard sequence of packets on which the optimal algorithm outperforms the one in question; so in the theorems below we simply describe this sequence. We also show matching upper bounds when applicable.

**Theorem 1:** For a buffer of size \( B \), maximal packet required processing \( W \), and maximal packet value \( V \), \( \text{PQ}_{-w,v} \) is at least \( V \)-competitive and at most \( V \)-competitive.

**Proof:** First, there arrive \( B \times (1 | 1) \) packets, i.e., \( B \) packets with required processing 1 and value 1; \( \text{PQ}_{-w,v} \) accepts them while OPT does not. Then there arrive \( B \times (2 | V) \) packets accepted by OPT; \( \text{PQ}_{-w,v} \) skips them since they have larger required processing than already admitted. No more packets arrive, so in \( 2B \) steps \( \text{PQ}_{-w,v} \) processes packets with total value \( B \); OPT, with total value \( VB \). The same sequence is repeated to get the asymptotic bound. The upper bound follows since PQ is optimal for uniform values and variable required processing; this means that \( \text{PQ}_{-w,v} \) processes as many packets as OPT, so it cannot lose by a factor of more than \( V \).
Theorem 2: For a buffer of size $B$, maximal packet required processing $W$, and maximal packet value $V$, $PQ_{v,-w}$ is at least $\left(\frac{V}{W+1}\right) W - o(1)$-competitive.

Proof: In the first burst, there arrive $B \times (W | V)$ which $PQ_{v,-w}$ accepts but OPT does not. Then, over the next $W$ time slots there arrives a $(1 | V - 1)$ packet on every time slot. OPT accepts, processes, and transmits this packet immediately, while $PQ_{v,-w}$ drops it since it has worse value than the ones in its queue. On time slot $W + 1$, when $PQ_{v,-w}$ has processed one $(W | V)$ packet, another $(W | V)$ arrives, to be accepted by $PQ_{v,-w}$, and this brings us back to the same state as on the first time slot. Thus, over this sequence $PQ_{v,-w}$ has processed packets with total value $V$, OPT has processed packets with total value $W(V - 1)$, and the sequence can be repeated. After we repeat the sequence $C$ times, we finish by “flushing” both buffers with $B \times (1 | V)$. Thus, both algorithms will end with $VB$ more processed value, and the competitive ratio over this sequence is

$$\frac{(V - 1)WC + VB}{VB + C}.$$ 

It remains to let $C \to \infty$.

So is $PQ_{v/w}$ that combines characteristics and aims for the best “value per timeslot” any better in the worst case? Unfortunately, no.

Theorem 3: For a buffer of size $B$, maximal packet required processing $W$, and maximal packet value $V$, $PQ_{v/w}$ is at least $\min\{V, W\}$-competitive.

Proof: We denote $m = \min\{V, W\}$. In the first burst, there arrive $B \times (1 \mid 1)$ packets which $PQ_{v/w}$ accepts but OPT does not. Then on the same time slot there arrive $B \times (m \mid m)$ packets which OPT accepts but $PQ_{v/w}$ does not since they have work-to-value ratio worse than 1. Thus, in $Bm$ steps OPT transmits total value $mB$, while $PQ_{v/w}$ only transmits total value $B$, and this sequence can be repeated.

V. GENERAL LOWER BOUNDS

Theorems 1–3 have established that $PQ_{v,-w}$, $PQ_{v,-w}$, and $PQ_{v/w}$ are non-competitive. But perhaps we have just failed to be inventive enough in designing these priority queues? Maybe we can devise a better priority queue, or simply a better online algorithm that will achieve constant competitiveness or even be optimal? In this section, we dash these hopes by proving general lower bounds on all online algorithms. They are proven in an adversarial way: we construct a sequence of inputs where further inputs depend on the choices an online algorithm makes, so in the end we find a “bad” input for every possible choice.

Note that some of the bounds below are non-trivial only in the extreme cases of $W, V > B$ and even $W, V \gg B$, but it still shows that we cannot hope for constant upper bounds unless we explicitly assume $B > W, V$ and somehow use it in the proof. On the positive side, note that most of these lower bounds only need two kinds of packets, so they also work in restricted settings where value and/or work can only take some of the values in their respective intervals.

Later we will see that an important special case is the two-valued case, when required processing can be an arbitrary integer $1 \leq w \leq W$ but there are only two possible values, 1 and $V$; we will prove an upper bound for this case in Section VI. Therefore, we note special cases of lower bounds for this case as well. Note that all lower bounds trivially extend from the two-valued case to the general case but not vice versa.

We begin with a very simple case to illustrate basic ideas. It turns out that even reducing the buffer to a single slot does not let us construct a competitive online algorithm.

The basic idea for the following and most other general lower bounds is to have “light” and “heavy” packets such that it is $x$ times better to process “light” packets per time slot, but a “heavy” packet is $x$ times better than a single “light” packet, so if the algorithm pushes out the “heavy” packet, we can stop the arrivals and win $x$ times the value again. This is where the $\sqrt{W}$ that appears here and in many further bounds comes from: since a “heavy” packet is $x$ times worse per time slot but $x$ times better overall, it must have $x^2$ times the processing of a “light” packet.

Theorem 4 ($B = 1$): For $B = 1$ and $V > \sqrt{W}$, any online algorithm ALG is at least $\sqrt{W}$-competitive. Further, in the two-valued case or if $V \leq \sqrt{W}$ any online algorithm ALG is at least $\min\{V, W\}$-competitive for $B = 1$.

Proof: On the first step, two packets arrive, $(W \mid V)$ and $(1 \mid \frac{V}{\sqrt{W}})$. If ALG accepts $(1 \mid \frac{V}{\sqrt{W}})$, no other packets arrive, OPT accepts $(W \mid V)$ and wins by a factor of $\sqrt{W}$ in value. If ALG accepts $(W \mid V)$, the same pair of packets, $(1 \mid \frac{V}{\sqrt{W}})$ and $(W \mid V)$, continue to arrive every tick. OPT processes light packets and earns value $V \sqrt{W}$ while ALG earns $V$. If ALG decides to switch to a lighter packet in the process, arrivals stop immediately, OPT accepts the current $(W \mid V)$, and the result is even worse for ALG. For the case when the value of $V / \sqrt{W}$ is either unavailable or is less than or equal to one, replace $(1 \mid \frac{V}{\sqrt{W}})$ with $(1 \mid 1)$ and observe that in the first case we get a ratio of $V$ and in the second, $W / V$.

In traditional networking, most buffers implement FIFO processing order because of its simplicity and desired properties. The following theorem demonstrates that under the FIFO constraint on processing and transmission order, lower bounds may significantly deteriorate and become non-competitive. Note that the admission order is not constrained in the theorem, ALG is free to push out any packet.

Theorem 5 (FIFO order): For arbitrary $B$ and $V > \sqrt{W}$, any online algorithm ALG that preserves FIFO processing and transmission order is at least $\left(\frac{\sqrt{W}}{B} + 1 - \frac{1}{B}\right)$-competitive. In the two-valued case or if $V \leq \sqrt{W}$, any online algorithm ALG with FIFO processing and transmission order is at least $\frac{V + B - 1}{V + B - 1}$-competitive.

Proof: The construction is very similar: $(W \mid V)$ and $B \times (1 \mid \frac{V}{\sqrt{W}})$ arrive on the first step. Then ALG either:

(a) drops $(W \mid V)$, in which case arrivals stop, and OPT earns total value $V + (B - 1) \frac{V}{\sqrt{W}}$ while ALG earns $B \frac{V}{\sqrt{W}}$, for the total ratio of $\frac{V + (B - 1) \sqrt{W}}{BV / \sqrt{W}} = \frac{\sqrt{W}}{B} + 1 - \frac{1}{B}$; or

(b) keeps processing $(W \mid V)$ while we feed OPT with more $(1 \mid \frac{V}{\sqrt{W}})$; then arrivals stop, ALG finishes the other $B - 1$ of his packets and earns total value $V + (B - 1) \frac{V}{\sqrt{W}}$. 


while OPT has earned \((W + B - 1)\sqrt{W}\) in value; the ratio in this case is worse, 
\[
\frac{(W + B - 1)V/\sqrt{W}}{V + (B - 1)V/\sqrt{W}} = \frac{W + B - 1}{\sqrt{W} + B - 1} > \frac{\sqrt{W}}{B} + 1.
\]

For the second part, replace \((1 | V/\sqrt{W})\) with \((1 | 1)\) and observe that in case (a) we get a competitive ratio of \(\frac{\sqrt{W}}{B} + 1\), and in case (b) the competitive ratio is \(\frac{\sqrt{W}}{B + B - 1} \frac{V + B - 1}{W + B - 1}\), which is smaller.

Next, we turn to priority queues. We have already mentioned that priority queues arise naturally as candidates for best possible policies, but, again, by restricting our consideration to the class of priority queues (i.e., algorithms that have deterministic linear orderings on the packets) we get a larger general lower bound, regardless of what this order specifically is. We would like to emphasize that not all algorithms can be represented as PQ\(_f\). For example, some algorithms may base their decisions on buffer occupancy or statistical data collected over previous time slots. In particular, Theorem 4 is not a special case of the following theorem.

**Theorem 6 (arbitrary PQ):** For \(V > \sqrt{W}\) and any priority function \(f\) such that \(f(w, v) \in \mathbb{R}\), the algorithm \(PQ_f\) is at least \(\sqrt{W}\)-competitive. In the two-valued case or if \(V \leq \sqrt{W}\), algorithm \(PQ_f\) is at least \(\min(V/W, \sqrt{W})\)-competitive.

**Proof:** Again, we only need two kinds of packets, (\(W | V\)) and \((1 | V/\sqrt{W})\). There are two cases:

1. if \(PQ_f\) prefers \((W | V)\), i.e., \(f(W, V) > f(1, V/\sqrt{W})\), we keep feeding the algorithms with both kinds of packets; \(PQ_f\) chooses and processes \((W | V)\)s while OPT is processing \((1 | V/\sqrt{W})\)s, getting \(\sqrt{W}\) times more value per time slot;
2. if, on the other hand, \(PQ_f\) prefers \((1 | V/\sqrt{W})\) to \((W | V)\), then \(B \times (1 | V/\sqrt{W})\) and \(B \times (W | V)\) arrive on the first burst and then arrivals stop; ALG fills its buffer with light packets, OPT takes the heavy ones, and after \(BW\) time slots OPT has again transmitted \(\sqrt{W}\) times more value.

For the second part, again, replace \((1 | V/\sqrt{W})\) with \((1 | 1)\).

Finally, we consider general lower bounds for all deterministic online algorithms. We begin with the two-valued case. The idea of the following lower bound is to send in plenty of both “light” packets \((1 | 1)\) and “heavy” packets \((W | V)\). If ALG accepts few “heavy” packets, OPT can accept all of them, halt arrivals, and win a lot with the sequence. If ALG accepts a lot of “heavy” packets, OPT fully processes all “light” packets, winning over ALG that has to begin processing “heavy” ones, and then the buffers are flushed out with the “best” possible packets \((1 | V)\).

**Theorem 7:** For a buffer of size \(B\), maximal packet required processing \(W\), and available packet values \(1\) and \(V > 1\), every online deterministic algorithm ALG is at least \((1 + \frac{1}{\sqrt{V}} - O(\frac{1}{W}))\)-competitive.

**Proof:** On the first step there arrive \(B \times (1 | 1)\) and \(B \times (W | V)\). Suppose that ALG has accepted \(n\) \((W | V)\) packets. Again, there are two cases.

- \(n < \frac{V^2 - 1}{V^2 + 1}B\): in this case, OPT chooses to accept \(B \times (W | V)\), and no new packets arrive. After \(BW\) time slots, OPT has processed packets with total value \(VB\), and ALG has processed at most \((B - n) + Vn\), yielding competitive ratio 
  \[
  \frac{VB}{B - n + Vn} = \frac{V}{1 + (V - 1)\frac{n}{V}},
  \]
  which is at least \(\frac{V^2 + V - 1}{V^2 + V - 1}\) for \(\frac{n}{V} < \frac{V^2 + V - 1}{V^2 + V - 1}\).

- \(n \geq \frac{V^2 - 1}{V^2 + 1}B\): in this case, OPT accepts \(B \times (1 | 1)\). After \(B\) time slots, OPT has transmitted total value \(B\), while ALG has processed at most \((B - n) \times (1 | 1)\) and \(B/W \times (W | V)\). Now \(B \times (1 | V)\) arrive and then no more packets; after all buffers have been emptied OPT gets \(VB\) more value and ALG at most \(VB\), which yields the ratio 
  \[
  \frac{B + VB}{(B - n) + VB/W + VB} = \frac{V + 1}{V + 1 - n/B} - O\left(\frac{1}{W}\right) \geq \frac{V^2 + V - 1}{V^2} - O\left(\frac{1}{W}\right) \text{ for } \frac{n}{B} \geq \frac{V^2 - 1}{V^2 + V - 1}.
  \]

These same ideas can lead to a general lower bound on all deterministic online algorithms. We first show the proof for \(B = 1\) here and then show the proofs for \(B = 2\) as a characteristic special case and then for the general case of arbitrary \(B\). These proofs essentially rely on the availability of a packet whose value is a specific fraction of \(V\), and thus they are not applicable in the two-valued case. The proof for the general case is technically quite involved so we consider in detail the case of \(B = 2\) and then show a proof sketch for arbitrary \(B\). The basic idea of “light” and “heavy” packets remains the same, but for buffer size \(B\) we will need \(B + 1\) “levels” of different packets to get a recursive construction and an inductive proof of the bound. This leads to \(\sqrt{V}\) in the case of \(B = 2\) and \(\sqrt{V}\) in the general case.

**Theorem 8 (arbitrary online ALG, \(B = 1\)):** For \(B = 1\), the competitive ratio of any deterministic online algorithm ALG is at least \(\min(\sqrt{V}, W)\).

**Proof:** There are only two kinds of packets involved in the lower bound: “heavy” packets \((W | V)\) and “medium” packets \((W | V/\sqrt{V})\), where \(l\) is a parameter to be defined later. On the first burst, both packets arrive, \(1 \times (W | V)\) and \(1 \times (W/V | \sqrt{V})\), and then on every time slot \(l \times (W/\sqrt{V} | V/\sqrt{V})\) arrives until ALG accepts it. Denote by \(t\) the time when ALG accepts a “medium” packet instead of \((W | V)\). There are two cases.

1. \(t = W\), i.e., ALG processes \((W | V)\) to completion. In this case, we repeat the sequence by sending another \((W | V)\) after \(W\) time slots. OPT will process “medium” packets all the time, getting total value of \(Vl\) per time slot while ALG obtains value \(V\) per \(W\) time slots.

2. At some \(t < W\), ALG accepts a “medium” packet, pushing out the “heavy” one. In this case, “medium” packets immediately stop, and OPT processes only the “heavy” packet with value \(W\) while ALG processes one “medium” packet with total value \(V/\sqrt{V}\). Then both buffers become empty, and the sequence can be repeated.
We now take $l = \min\{\sqrt{W/V}, V\}$ to get the bound.

**Theorem 9 (arbitrary online ALG, $B = 2$):** For $B = 2$, the competitive ratio of any deterministic online algorithm ALG is at least $\frac{1}{2}\min\{\sqrt{W/V}, \sqrt{V}\}$.

**Proof:** The basic idea is to preserve the following invariant: on every step except a small fraction OPT will obtain at least $l$ times more value than ALG. There are three kinds of packets in the sequence: “heavy” $(W, V)$, “medium” $(\frac{W}{V} + \frac{1}{V}, \frac{1}{V})$, and “light” $(\frac{W}{V} + \frac{1}{V}, 0)$, where $l$ is a parameter to be defined later. On the first burst, there arrive a “heavy” and a “medium” packet, $1 \times (W, V)$ and $1 \times (\frac{W}{V} + \frac{1}{V}, \frac{1}{V})$, followed by two “light” packets, $2 \times (\frac{W}{V} + \frac{1}{V}, \frac{1}{V})$. Then, on every time step two more “light” packets arrive, $2 \times (\frac{W}{V} + \frac{1}{V}, \frac{1}{V})$.

There are several cases. Note that in what follows, OPT always keeps one “heavy” packet in its buffer, and “heavy” packets never arrive during the period we are counting the packets in. A new “heavy” packet only arrives when the sequence is repeated from the start.

1. ALG does not push out either “heavy” or “medium” packet in favor of “light” ones. Then OPT keeps one “heavy” packet in the buffer while it processes “light” packets, getting value $\frac{V^2}{W}$ per processing cycle while ALG is getting at most $\frac{V^2}{l}$ (from the “medium” packet). As soon as ALG finishes the “medium” or “heavy” packet, another packet of the same kind arrives, and the sequence is repeated. Note that this ratio of $l$ in favor of OPT occurs every time OPT is able to process a “light” packet while ALG is processing a different one.

2. At some timeslot $t$, ALG pushes out the “heavy” packet for a “light” one. In this case, OPT accepts the last arriving “medium” packet (note that there may have been several “medium” packets arriving due to ALG processing them to completion), and there are no more arrivals after timeslot $t$. OPT finishes the “heavy” packet residing in its buffer and the last arriving “medium” packet while ALG can process at most a “medium” and a “light” one. As a result, before time $t$ OPT had $l$ more value per processing cycle while ALG is getting at most $\frac{V^2}{l}$ (from the “medium” packet). So as long as ALG finishes the “medium” or “heavy” packet, another packet of the same kind arrives, and the sequence is repeated. Note that this ratio of $l$ in favor of OPT occurs every time OPT is able to process a “light” packet while ALG is processing a different one.

3. At some timeslot $t$, ALG pushes out the “medium” packet for a “light” one. This is a slightly more complicated case, with two subcases depending on the time $t'$ when the pushed out “medium” packet had arrived:

   (i) if $t - t' < \frac{W}{l}$ (the pushed out “medium” packet arrived less than $\frac{W}{l}$ timeslots ago), OPT accepts it at time $t'$, and all arrivals stop until time $t' + \frac{W}{l}$, i.e., until OPT finishes processing it; over these $\frac{W}{l}$ timeslots:
   - OPT is getting value $\frac{V^2}{W}$ per time slot every time, for a total value $\frac{V^2}{W}$;
   - ALG can get total value $\frac{V}{l}$ once by processing this “light” packet, but on all other timeslots it could not get more than $\frac{V}{l}$ value per time slot (assuming it was processing the “heavy” packet); hence, over this period of time ALG gets no more than $\frac{V}{l}$ total value; hence the competitive ratio over these timeslots is at least $\frac{1}{l}$.

   (ii) if $t - t' \geq \frac{W}{l}$ (the pushed out “medium” packet arrived at least $\frac{W}{l}$ timeslots ago), OPT is processing “light” packets all this time, and as soon as ALG has finished the “light” packet, another “medium” packet arrives, reverting to the original situation; in this case:
   - OPT has processed $\frac{(t - t' - W)}{V}$ “light” packets plus the one final “light” packet, obtaining total value at least $\frac{(t - t' - W)V^2}{W} + \frac{V}{l}$;
   - ALG has obtained total value at most $\frac{(t - t')V^2}{W} + \frac{V}{l}$ over the past $t - t'$ timeslots (if ALG was processing the “medium” packet it is now worth nothing since it has been pushed out, so value can only come from the “heavy” packet) plus the final “light” packet, for a total of at most $\frac{(t - t' - W)V^2}{W} + \frac{V}{l}$.

   since $t - t' \geq \frac{W}{l}$, the competitive ratio is at least

   $$\frac{(t - t' - W)V^2}{W} + \frac{V}{l} \geq \frac{V + \frac{V}{l}}{2} = \frac{t^2 + 1}{2}.$$  

As a result, during the entire sequence the competitive ratio is never smaller than $\frac{1}{l}$, and the constraint on $l$ is that $l \leq \min(\sqrt{W/V}, \sqrt{V})$.

**Theorem 10 (general case):** For arbitrary $B$, the competitive ratio of any deterministic online algorithm ALG is at least $\frac{1}{B} \min\{\sqrt{W/V}, \sqrt{V}\} - 1$.

**Proof of Theorem 10:** We proceed by induction with a construction similar to the proof of Theorem 9. The induction base for $B = 1$ and $B = 2$ has already been considered in Theorems 8 and 9.

For the induction step, consider $k + 1$ types of packets that differ by a factor of $v$ from each other in value and by a factor of $v^2$ in required processing: the first packet has value $1$ and work $1$, the second value $v$ and work $v^2$, and so on until value $v^k$ and work $v^{2k}$; for this to work we have to have $v \leq \min\{\sqrt{W/V}, \sqrt{V}\}$. In the arrivals, we will preserve the invariant that ALG’s buffer can only have two packets of identical value if they are the cheapest; i.e., we will not give “repeated” packets to the algorithm but send in a new packet of a certain size only after the previous one has finished processing or has been dropped; the cheapest and lightest packets are coming in with a steady stream, and in most cases OPT keeps processing them.

If ALG at some point pushes out the heaviest packet, arrivals stop immediately, and OPT finishes the heaviest packet; in this case, ALG loses by a factor of at least $\frac{1}{1 + v + v^2 + \cdots + v^{k-1}}$. If ALG is working on the heaviest packet, OPT is working on the lightest packet and has unit gain over ALG by a factor of at least $v^k - 1$.

If, otherwise, ALG keeps the heaviest packet in the buffer and is working on some other packet, arrivals and OPT are operating as in the induction hypothesis for $B = 1$, with one slot in the buffer reserved for the heaviest packet. There is only one exception to this operation: if ALG has pushed out the second heaviest packet (which is heaviest in the $B = 1$ case), arrivals do not stop completely but cease temporarily for $v^{2(k-1)}$, i.e., for the time it takes to process the second
heaviest packet. Afterwards, we again send in one packet of each type except the heaviest.

The technicality here is that by sending in these packets to “reset” the buffer, we are violating the declared invariant. To fix this, we count all packets except the heaviest one as “processed” by the algorithm and assume that it has gotten full value for them (afterwards, if ALG is working on one of the “old” packets, we can simulate it as idle time). In total, OPT has processed \( v^{k-1} \) total value, and ALG has not processed more than 1 + 1 + 2 + \cdots + v^{k-2} \) which constitutes at most \( v^{k-1} / v^2 = v^{k-2} \) of the “unit” cost of the heaviest packet.

Now the minimal competitive ratio for ALG out of the three cases is the last one:

\[
\frac{v^{k-1}}{v^{k-2} + \sum_{0 \leq j \leq k-2} v^j} \geq \frac{v^{k-1}}{v^{k-2} + \frac{v^{k-1} - 1}{v - 1}} \geq \frac{1}{2} (v - 1),
\]

and we take \( v = \min\{ \frac{2}{\sqrt{W}}, \frac{B}{V} \} \) to obtain the lower bound.

Note that while this bound is not too large in practical cases, it is still non-constant, that is, we cannot hope for an online algorithm with constant competitiveness unless we impose and use some additional constraints on the problem setting. One fruitful constraint turns out to be the constraint for an online algorithm with constant competitiveness unless \( v \) is processed more than \( v \) of the “old” packets, we can simulate it as idle time). In full value for them (afterwards, if ALG is working on one full value they, we can simulate it as idle time).

VI. UPPER BOUND FOR THE TWO-VALED CASE

Given the pessimistic results of previous two sections, it remains only to impose additional constraints on at least one of the characteristic and try to distinguish important special cases under which a “good” upper bound may exist. In this section, we consider an important special case when there are only two possible packet values, 1 and \( V \), so there are two kinds of packets, \( (w \mid 1) \) and \( (w \mid V) \); the required processing can still vary from 1 to \( V \). This case often occurs in practice; for instance, \( (w \mid 1) \) may represent “commodity” packets while \( (w \mid V) \) corresponds to “golden” packets that have paid more to be processed. Similar special cases have been considered, e.g., in [23].

We will show in Theorem 12 that in this special case, the \( PQ_{v, w} \) policy has an attractive upper bound on the competitive ratio, which implies a constant upper bound on the competitive ratio of both \( PQ_{v, w} \) and \( PQ_{v/w} \) in case when \( W < V \). This upper bound is fundamentally different from the lower bounds presented earlier: instead of showing that an algorithm (or a set of those) sometimes performs badly, it shows that these particular algorithms always perform well. However, we begin with negative results; Theorem 11 provides matching tight lower bounds for the main result that follows. A plot summarizing different lower bounds for the two-valued case is shown on Figure 2.

**Theorem 11:** Consider a buffer of size \( B \) with maximal required processing \( W \) and possible packet values 1 or \( V \). Then:

1. \( PQ_{v,w} \) is at least \( V \)-competitive;
2. if \( W \geq V \) then \( PQ_{v/w} \) is at least \( V \)-competitive;
3. \( PQ_{v,w} \) is at least \( \left( \frac{W}{V} + o(1) \right) \)-competitive.

**Proof:**

(1) The construction from Theorem 1 uses only packets of values 1 and \( V \).
(2) Again, we present a hard sequence of arrivals. In the first burst, there arrive \( B \times (1 \mid 1) \) accepted by \( PQ_{v/w} \), but not OPT. Then, on the same time slot there arrive \( B \times (W \mid V) \) which \( PQ_{v/w} \) has to miss since \( W = V = \frac{1}{2} \) but which OPT accepts. Then, in \( BW \) steps, \( PQ_{v/w} \) will have processed total value \( B \) while OPT will have processed total value \( BV \), which implies the bound.
(3) In the first time slot, there arrive \( B \times (W \mid V) \), which \( PQ_{v,w} \) accepts, but OPT does not. Then, over the next \( W \) time slots there arrives a \( (1 \mid 1) \) every time slot. OPT transmits it, and \( PQ_{v,w} \) drops it. On time slot \( W + 1 \), when \( PQ_{v,w} \) has processed one \( (W \mid V) \) packet, another \( (W \mid V) \) packet arrives, which brings us back to the same state as on the first time slot. Over this sequence \( W - 1 \) times, we get competitive ratio \( \frac{BV}{W} + O(1) \) and let \( C \to \infty \).

In the next theorem, we show one of the main results of this work, an upper bound on the competitive ratio of \( PQ_{v,w} \).

Note that the lower bounds from Theorem 11 and previous sections, which were linear in \( W \), do not work for \( PQ_{v,w} \) since in the two-valued case, it always processes packets with value \( V \) first and with value \( 1 \) last, so intuitively we cannot lose more than the worst possible packet with value \( V \), \( (W \mid V) \), against the best possible packet with value 1, \( (1 \mid 1) \) (Theorem 11 (3) shows that we cannot lose any less). The following proof captures this intuition.

**Theorem 12:** Consider a buffer of size \( B \) with maximal required processing \( W \) and possible packet values 1 or \( V \). Then \( PQ_{v,w} \) is at most \( (1 + \frac{W}{V}) \)-competitive.

**Proof:** By the definition of the \( PQ_{v,w} \) queue, any packet with value \( V \) pushes out any packet with value 1. This is the crucial property that we need to prove this upper bound. For brevity, throughout this proof we denote \( PQ = PQ_{v,w} \). We define the following sets of packets:
We now prove the crucial lemma for this upper bound.

**Lemma 14:** There exist an algorithm OPT that works no worse than the optimal algorithm on any sequence of inputs and such a choice of FreeOPT, that on every sequence of inputs at every time moment it holds that:

1. \(|IBT^1 PQ| \geq |IBT^{OPT}|\), and for all \(l\), s.t. \(l \leq |IBT^{OPT}_1|\) it holds that \(\Phi^e_{OPT}(l) \geq \Phi^e_{OPT}(l);\)
2. \(|IBT^{VQ}| \geq |IBT^{OPT}_1|\), and for all \(l\), s.t. \(l \leq |IBT^{OPT}_1|\) it holds that \(\Phi^e_{OPT}(l) \geq \Phi^e_{OPT}(l);\)

**Proof:** We prove these estimates by induction on the number of “events” such as receiving, processing, or transmitting a packet. At the initial time moment all conditions hold trivially. Note that whenever conditions (1) and (2) hold, it also necessarily holds that \(|Trans^{OPT}_{IBT}| \leq |Trans^{OPT}_{IBT}| \subseteq \Phi^e_{OPT}(l) = 0\) for all \(l \leq |Trans^{OPT}_{IBT}|\) and consequently \(\Phi^e_{OPT}(l) = 0\). We now remove from \(IBT^{OPT}_{IBT}\) the \(|IBT^{OPT}_{IBT} - |IBT^{OPT}_{IBT}||\) packets with the lowest priority, denoting the resulting set by \(IBT^{OPT}_{IBT}\) and the corresponding set of packets in the buffer by \(IBT^{OPT}_{IBT}\).

Then all of the above implies that \(|IBT^{OPT}_{IBT} \geq IBT^{OPT}_{IBT}|\).

Upon acceptance we may mark a packet admitted to OPT buffer as “causing overflow”. The set of such packets is denoted as \(Opt^{OPT}_{IBT}\), and it does not contribute to \(IBT^{OPT}_{IBT}\). The induction step will guarantee that every packet in \(Opt^{OPT}_{IBT}\) is moved eventually to \(Free^{OPT}_{IBT}\) and the following invariant holds: \(|Opt^{OPT}_{IBT}| \leq |IBT^{OPT}_{IBT}| - |IBT^{OPT}_{IBT}|\).

Let us now consider all possible events one by one and show that none of them violates the conditions of the theorem.

**Arrival of a new packet p.** There are two subcases.

- **value(p) = V.** If PQ has accepted the packet and has pushed out a packet from IBT\(^1\), we move the heaviest packet from IBT\(^1\) (if it is nonempty) to FreeOPT. Thus, inequalities for \(V\) are not violated since we have removed largest elements from both IBT\(^1\) and IBT\(^Q\). Further, if OPT accepts \(p\), then \(B > |IBT^{OPT}_{IBT}| \geq |IBT^{OPT}_{IBT}||\), so the sequence IBT\(^V\) will receive the lightest of packets \(|IBT^{OPT}_{IBT} - |IBT^{OPT}_{IBT}||\) (according to the push-out rules). Therefore, by Lemma 13 inequalities for \(V\) still hold. The only time \(|IBT^{OPT}_{IBT} - |IBT^{OPT}_{IBT}||\) increases is when IBT\(^1\) = B and OPT accepts, but IBT\(^OPT\) \(\geq |IBT^{OPT}_{IBT}||\) and \(|Opt^{OPT}_{IBT}| + |IBT^{OPT}_{IBT}| < B\) together give \(|Opt^{OPT}_{IBT}| < |IBT^{OPT}_{IBT} - |IBT^{OPT}_{IBT}||\).

- **value(p) = 1.** We consider two subcases separately.
  - (i) \(|IBT^{Q}\) \(|IBT^{Q}| \subset B\). In this case, we add to IBT\(^Q\) the lightest packet from IBT\(^Q\) (IBT\(^Q\) \cup \{p\}) (according to push-out rules), and by Lemma 13 the inequalities are preserved. (ii) \(|IBT^{Q}\) \(|IBT^{Q}| = B\). Then, since
\[ |\text{IB}^{\text{OPT}}| \geq |\tilde{\text{IB}}^{\text{PQ}}| \text{ and } |\text{IB}^{\text{OPT}}| + |\text{Over}^{\text{OPT}}| < B, \] we get that \[ |\text{IB}^{\text{PQ}}| - |\text{IB}^{\text{V}}| > |\text{Over}^{\text{OPT}}|. \] Now, if OPT accepts \( p \) then \( p \) is added to the \( \text{Over}^{\text{OPT}} \).

**OPT processes a packet** \( p \). There are three subcases.

- **value**(\( p \)) = \( V \). This is a simple case. If \( |\text{IB}^{\text{PQ}}| \neq 0 \) then each nonzero term in \( \Phi^{\text{PQ}}(l) \) reduces exactly by one, while each nonzero term in \( \Phi^{\text{OPT}}(l) \) reduces by at most one, so the inequalities are obviously preserved.
- If otherwise \( |\text{IB}^{\text{PQ}}| = 0 \) then all \( \Phi^{\text{PQ}} = 0 \).
- **value**(\( p \)) = \( 1 \) and \( |\text{IB}^{\text{PQ}}| = 0 \). Similar to the previous.
- **value**(\( p \)) = \( 1 \) and \( |\text{IB}^{\text{PQ}}| \neq 0 \). In this case, \( p \) is sent to \( \text{Free}^{\text{OPT}} \). It remains to note that \( \Phi^{\text{OPT}}(l) \) do not decrease since we have merely removed an element from an ordered sequence.

**Transmitting a packet.** Inequalities on \( \Phi \) obviously remain unchanged upon transmission; however, the value of \( |\text{IB}^{\text{PQ}}| - |\text{IB}^{\text{V}}| \) can decrease by one. If \( \text{Over}^{\text{OPT}} \)'s invariant is violated, we move an arbitrary packet from \( \text{Over}^{\text{OPT}} \) to \( \text{Free}^{\text{OPT}} \).

**Lemma 15:** The set \( \text{Free}^{\text{OPT}} \) constructed in Lemma 14 satisfies the inequality \( |\text{Free}^{\text{OPT}}| \leq (W + 2)|\text{Trans}^{\text{PQ}}| \) after algorithms finish processing the input sequence.

**Proof:** It suffices to note that in the proof of Lemma 14 a packet may fall into \( \text{Free}^{\text{OPT}} \) only when \( \text{OPT} \) receives, processes, or transmits a packet with value \( V \).

Now, after both \( \text{OPT} \) and \( \text{PQ} \) have processed the entire sequence of packets, the total value of packets transmitted by \( \text{PQ} \) equals \( |\text{IB}^{\text{PQ}}| + V|\text{IB}^{\text{V}}| \). The total value of packets transmitted by \( \text{OPT} \) is \( |\text{IB}^{\text{OPT}}| + V|\text{IB}^{\text{V}}| + |\text{Free}^{\text{OPT}}| \). Thus, using the lemma’s inequalities, the competitive ratio \( \alpha \) can be bounded as follows:

\[
\alpha \leq \frac{|\text{IB}^{\text{OPT}}| + V|\text{IB}^{\text{V}}| + |\text{Free}^{\text{OPT}}|}{|\text{IB}^{\text{PQ}}| + V|\text{IB}^{\text{V}}|} \\
\leq 1 + \frac{|\text{Free}^{\text{OPT}}|}{|\text{IB}^{\text{PQ}}| + V|\text{IB}^{\text{V}}|} \leq 1 + \frac{|\text{Free}^{\text{OPT}}|}{V|\text{IB}^{\text{V}}|} \leq 1 + \frac{W + 2}{V}. 
\]

**Corollary 16:** If \( W < V \), \( \text{PQ}_{v,-w} \) and \( \text{PQ}_{v/w} \) are at most \( (2 + \frac{2}{V}) \)-competitive.

**Proof:** Since \( (W | V) \) pushes out \((1 | 1)\) in the \( \text{PQ}_{v/w} \) queue, any packet with value \( V \) pushes out any packet with value \( 1 \), so for \( W < V \) \( \text{PQ}_{v/w} \) is equivalent to \( \text{PQ}_{v,-w} \).

**Figure 4** shows a contour plot of the \( \text{PQ}_{v,-w} \) competitive ratio upper bound \( 1 + \frac{W + 2}{V} \) for the two-valued case; naturally, for large \( V \) the bound is very good.

**VII. The \( \beta \)-push-out case**

In many networking systems, there arises an additional motivation to avoid pushouts and prioritize packets that are already in the buffer. For instance, newly admitted packets incur higher costs than packets that have already resided in the buffer since they require more access bandwidth to packet memories: a new packet incurs computational costs for constructing and updating the corresponding data structures in the network processor, and immediate push-out of a less-preferable packet may lead to increased computational overhead [14].

To represent these effects in the formal model, Keslassy et al. [14] introduced the notion of *copying cost* in the performance of transmission algorithms for packets with heterogeneous processing requirements but uniform values: if an algorithm accepts \( A \) packets and transmits packets with total value \( T \), its transmitted value is \( \max\{0, T - \alpha A\} \), i.e., each admitted packet incurs a cost \( \alpha \) subtracted from the throughput in the objective function. Thus, in extreme cases the transmitted value of a push-out policy may even go down to zero; copying cost provides an additional control on the number of pushed out packets to avoid pathological cases. To implement such a control mechanism, Keslassy et al. [14] introduced the greedy push-out work-conserving policy \( \text{PQ}_\beta \) that processes a packet with minimal required work first and in the case of congestion such a policy pushes out only if a new arrival has at least \( \beta \) times less work than the maximal residual work in \( \text{PQ}_\beta \).

However, the work [14] only dealt with a single packet characteristic, namely processing requirements. To generalize their ideas to our problem settings with two characteristics, we extend \( \text{PQ}_\beta \) to \( \text{PQ}_{\beta} \) and then show several lower bounds for \( \beta \)-push-out counterparts of our policies. Unfortunately, the proof of Theorem 12 cannot be directly applied to \( \beta \)-push-out policies; it remains an interesting open problem to show nontrivial (less than linear) upper bounds for \( \beta \)-push-out policies even in the two-valued case.

**Definition 7.1:** Let \( f \) be a function of packets, \( f(w, v) \in \mathbb{R} \), with better packets corresponding to larger values of \( f \). The \( \text{PQ}_{\beta} \) processing policy for \( \beta > 1 \) is defined as \( \text{PQ}_{\beta} \) with the following difference: \( \text{PQ}_{\beta} \) can push out a packet \( p \) and add a new packet \( p' \) to the queue at time slot \( t \) if \( p \) is currently the worst packet in the buffer and \( p' \) is better than \( p \) at least by a factor of \( \beta \): \( f(p') = \min_{q \in \text{IB}^{\text{PQ}}} f(q) \), and \( f(p') > \beta f(p) \).
Theorem 17: Consider a buffer of size $B$ with maximal required processing $W$ and maximal packet value $V$. Then:

1. $\text{PQ}^{\beta} \leq \text{OPT}$ is at least $V$-competitive both in the case of arbitrary packet values and in the two-valued case;
2. $\text{PQ}^{\beta} \leq \text{OPT}$ is at least $\min\{V, W\}$-competitive in the case of arbitrary packet values;
3. in the two-valued case, if $\beta W \geq V$ then $\text{PQ}^{\beta} \leq \text{OPT}$ is at least $V$-competitive;
4. $\text{PQ}^{\beta} \leq \text{OPT}$ is at least $(\frac{(V-1)}{W} - o(1))$-competitive in the case of arbitrary packet values and at least $(\frac{W}{V} + o(1))$-competitive in the two-valued case.

Proof: (1) In the construction from Theorem 1, packets are never pushed out from $\text{PQ}^{\beta} \leq \text{OPT}$ buffer, so the result still holds for $\text{PQ}^{\beta} \leq \text{OPT}$.
(2) Construction from Theorem 3 also works because packets are never pushed out from $\text{PQ}^{\beta}$ buffer in this construction. (3) This result can be seen as a relaxation of the second part of Theorem 11 since $\beta > 1$.
(4) The same construction works: $\text{PQ}^{\beta}$ fills its buffer with $B \times (1 | 1)$ and then drops incoming $B \times (W | V)$. $\text{PQ}^{\beta}$ also drops them since $\frac{V}{W} < \frac{\beta V}{\alpha V} = \beta$. (4) Again, the constructions from Theorem 2 and Theorem 11 work since they do not force packets to be pushed out from $\text{PQ}^{\beta} \leq \text{OPT}$ buffer.

VIII. Simulations

In this section, we present the results of a comprehensive simulation study intended to validate our theoretical results. Naturally, it would be desirable to compare the proposed algorithms on real life network traces. Unfortunately, available datasets such as CAIDA [10] are of little use for packet characteristics in our model since they do not provide data on required processing and intrinsic values of the packets.

Nevertheless, we have used CAIDA traces [10] to model the incoming stream of packets, breaking down the timestamps into equal timeslots and counting the packets in each timeslot; hence, the intensity of the incoming stream below is measured in milliseconds, the size of a single timeslot.

We have conducted six series of experiments, studying how performance depends on maximal required processing $W$, buffer size $B$, maximal value $V$, size of a CAIDA trace timeslot $t$, and $\beta$ (in the model with copying cost). The actual optimal online algorithm in our model would be computationally prohibitive, so to estimate and compare the competitive ratios of our algorithms we have used an algorithm which is actually better than optimal: a single priority queue with size $BW$ that breaks each packet $(v | w)$ into "fractional" packets that each have required work $1$ and value $\frac{v}{w}$ and then orders and processes them by this value. Since the priority queue has been proven optimal in the model with values and no required processing, it performs even better than optimal.

In our experiments, the values and processing ratios of packets were chosen uniformly from $\{1, \ldots, W\}$ and $\{1, \ldots, V\}$ respectively. We ran all experiments for $5 \cdot 10^5$ time slots with periodic "flushouts" (wait for all queues to finish their packets and then continue from an empty state), which in our experiments has proven to be sufficient for stable results. We have also performed simulations without flushouts; since the results are very close to the ones with flushouts in all settings, we do not show them separately. Note that all of our experiments venture into the values of parameters that yield high system load with large dropout rates for all algorithms; these are precisely the situations where we would like to compare performance since without heavy load and frequent congestion all reasonable algorithms perform identically. We have made the code for our experimental evaluation publicly available at GitHub [30].

Figure 5 shows simulation results presented in terms of the fraction of successfully transmitted packets: each graph shows the “better than optimal” reference algorithm in black alongside with the ratio of transmitted packets for other policies. There are five sets of experiments corresponding to the rows of Fig. 5 that will be described in subsections below; we have tested the four algorithms used in this work: $\text{PQ}^{\beta} \leq \text{OPT}$, $\text{PQ}^{\beta}$, $\text{PQ} \leq \text{OPT}$, and $\text{PQ}$. Note that in all cases, $\text{PQ}^{\beta} \leq \text{OPT}$ and $\text{PQ}^{\beta}$ are virtually indistinguishable across all settings. Thus, below we will sometimes refer to them collectively as $\text{PQ}^{\beta}$.

A. Maximal required processing

In the first set of simulations (Fig. 5(1-3)), we study performance as a function of the maximal required processing $W$. As $W$ grows, all algorithms deteriorate in absolute terms (packets become heavier), but it is clear that $\text{PQ}^{\beta} \leq \text{OPT}$, which pays more attention to required processing, fares better while $\text{PQ}^{\beta}$ loses badly as $W$ grows. This is expected since $\text{PQ}^{\beta}$ cares little about $W$ and therefore is likely to get stuck with very heavy packets. We see that $\text{PQ}^{\beta} \leq \text{OPT}$ is uniformly the best policy, performing very close to $\text{OPT}$ and deteriorating only slightly.

B. Buffer size $B$

In the second set of simulations (Fig. 5(4-6)), we study performance as a function of the buffer size $B$.

In this setting as well, $\text{PQ}^{\beta} \leq \text{OPT}$ and $\text{PQ}^{\beta}$ remain indistinguishable, and since these experiments were done in the relatively low ranges of the $W/V$ ratio, $\text{PQ}^{\beta}$ is also very close to $\text{PQ}^{\beta}$, $\text{PQ} \leq \text{OPT}$, and $\text{PQ}$. On the other hand, is able to store, in a larger buffer, more high-value packets and do so for longer, so as $B$ increases and congestion decreases, $\text{PQ}^{\beta}$ becomes closer to the other three. Note, in this setting, all algorithms become significantly worse off compared to the fractional OPT through no fault of their own: the “unfairness” of fractional OPT becomes much more pronounced with large $B$ (it has more and more extra space to store packets).

C. Maximal value $V$

In the third set of experiments (Fig. 5(7-9)), we look at performance as a function of the maximal value $V$. It turns out that while the relative performance to fractional OPT drops, the performance level of the three leading algorithms does not significantly depend on $V$ in realistic cases, and only $\text{PQ}^{\beta}$ drops significantly in relative quality. This, again, can be explained by the fact that $\text{PQ}^{\beta}$ suffers from a wider variety of packets, getting stuck with valuable yet heavy ones. The relative order of algorithms remains unchanged.
D. Incoming stream intensity

The fourth set of experiments (Fig. 5(10-12)) shows how performance depends on the intensity of the packet source, expressed in terms of the timeslot size \( t \) (naturally, more packets on average arrive during a longer \( t \)). This setting lets us explore the most congested settings: all algorithms join together at the high end of intensity simply because now there are, on average, enough \((1 \mid V)\) packets arriving to keep all algorithms busy only with the obviously best packets. The relative standings of all algorithms remain the same throughout this increasing congestion.

E. \( \beta \) for \( \beta \)-push-out policies

The fifth set of experiments (Fig. 5(13-15)) studies a different situation; here, we have introduced nonzero copying cost \( \alpha \) (on all three graphs, \( \alpha = 0.3 \)) and have studied how performance depends on \( \beta \) for \( \beta \)-push-out counterparts of our policies (as introduced in Section VII); since the number of admitted packets is not well defined for our fractional OPT, OPT did not participate in these experiments; we have taken the results of \( \text{PQ}_{v/w} \) for \( \beta = 1 \) as the starting point, dividing all the rest by this value. We see that in all cases, \( \beta = 1 \) appears to be the perfect or almost perfect choice in practice: sometimes \( \beta = 1.2 \) or \( \beta = 1.3 \) yield better results, but only slightly.

F. \( W \) for the two-valued case

The last, sixth set of experiments (Fig. 5(16-18)) deals with the two-valued case, when the intrinsic value of a packet can only take values in \( \{1, V\} \) while required work can still be an arbitrary integer from 1 to \( W \). We repeated the experiments from Section VIII-A with this additional restriction, and the results closely match our theoretical results from Section VI: contrary to the general case, now \( \text{PQ}_{v/w} \) is not the obviously worst algorithm but performs on par with \( \text{PQ}_{v/w} \) policies, while \( \text{PQ}_{v/w} \) diverges from them for larger \( W \) in exactly the same way as in the general case (compare to Section VIII-A, Fig. 5(1-3)). Since \( \text{PQ}_{v/w} \) may be easier to implement than \( \text{PQ}_{v/w} \) (required work does not have to be considered or even known), for the two-valued case we recommend to use \( \text{PQ}_{v/w} \). Again, as a side effect we see that the fractional OPT performs better (relative to other algorithms) when more buffer space is provided.

To summarize, in this section we have shown a comprehensive simulations study on synthetic traces. The main result is that the \( \text{PQ}_{v/w} \) policy that we have introduced in this work is uniformly the best policy across all tested settings, and there is little difference between tie-breaking variations of it, while in the two-valued case experimental results supported the theoretical conclusion that \( \text{PQ}_{v/w} \) is a good policy.

IX. Conclusion

In this work, we have begun the study of buffer management for processing packets with two different characteristics: processing requirement and value. In these settings we have mostly studied algorithms based on priority queues; in the setting with two characteristics, there may be different reasonable priority queues that have different policies. We have investigated various packet processing orders and found that they have linear lower bounds on the competitive ratio, which makes them unattractive in the general case. However, we have provided positive results in the special case of two different values, \( 1 \) and \( V \) and heterogeneous processing requirements.

The results of our work are summarized in Table I; note that all algorithms in the table employ push-out (albeit with different heuristics for it). In the main result of this work, we have shown a \((1 + (W + 2)/V)\) upper bound for the buffer management policy \( \text{PQ}_{v/w} \) that orders packets first by value and then by required processing. For \( W < V \), this also becomes a constant upper bound on the competitive ratio of \( \text{PQ}_{v/w} \) which orders packets by unit processing (ratio of value to processing). This result has been somewhat counterintuitive since the intuition would be that the \( \text{PQ}_{v/w} \) policy that optimizes for value per timeslot would be best, but in the general two-valued case it has a non-competitive lower bound.

In addition, we have shown a number of general lower bounds, for the cases of any deterministic online algorithm with FIFO processing and transmission order, for any priority queue, and even for any deterministic online algorithm at all; while these lower bounds are relatively weak, they are non-constant and show that it is impossible to achieve constant upper bounds in these cases without additional assumptions on the relations between parameters such as \( B, V \), and \( W \).

For the two-valued case, we have shown tightly matching lower and upper bounds on the competitive ratio (they differ by \( 1 + o(1) \)). It still remains an interesting open problem to prove upper bounds for the general case of arbitrary values; another interesting problem would be to prove upper bounds for \( \beta \)-push-out policies. However, the really crucial question here is whether there exists a processing policy with better than linear competitive ratio for the general case of two characteristics: our general lower bounds are not constant but they are far from linear too. We suggest this problem for further study.
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<table>
<thead>
<tr>
<th>Processing policy</th>
<th>General case</th>
<th>Two-valued case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Any online algorithm} )</td>
<td>( \min \left( \frac{V}{W}, \frac{V}{V} \right) - 1 )</td>
<td>( 1 + \frac{V - 2}{W} - O\left( \frac{1}{V} \right) )</td>
</tr>
<tr>
<td>( \text{Any priority queue} )</td>
<td>( \sqrt{W} )</td>
<td>( \sqrt{V} - \frac{1}{\alpha} )</td>
</tr>
<tr>
<td>( \text{Any FIFO online algorithm} )</td>
<td>( \frac{\sqrt{W} + 1 - \frac{1}{\alpha}}{W} )</td>
<td>( \frac{\sqrt{V} + 2 - \frac{1}{\alpha}}{W} )</td>
</tr>
</tbody>
</table>

**Lower and upper bounds for specific algorithms**

<table>
<thead>
<tr>
<th>( \text{PQ}_{v/w} )</th>
<th>( \text{Lower bound} )</th>
<th>( \text{Upper bound} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{PQ}_{v/w} )</td>
<td>( V )</td>
<td>( V )</td>
</tr>
<tr>
<td>( \text{PQ}_{v/w} )</td>
<td>( \frac{V}{W} + o(1) )</td>
<td>( 1 + \frac{W - 2}{V} )</td>
</tr>
<tr>
<td>( \text{PQ}_{v/w} )</td>
<td>( V )</td>
<td>( V )</td>
</tr>
<tr>
<td>( \text{PQ}_{v/w} )</td>
<td>( V )</td>
<td>( V )</td>
</tr>
<tr>
<td>( \text{PQ}_{v/w} )</td>
<td>( V )</td>
<td>( V )</td>
</tr>
</tbody>
</table>

**Table 1**

Results summary: lower and upper bounds.
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Abstract—Ternary Content-Addressable Memory (TCAM) is a powerful tool to represent network services with line-rate lookup time. There are various software-based approaches to represent multi-field packet classifiers. Unfortunately, all of them either require exponential memory or apply additional constraints on field representations (e.g., prefixes or exact values) to have line-rate lookup time. In this work, we explore alternatives to TCAM and introduce a novel approach to represent packet classifiers based on ternary bit strings (without constraining field representation) on commodity longest-prefix-match (LPM) infrastructures. These representations are built on a novel property, prefix reorderability, that defines how to transform an ordered set of ternary bit strings to prefixes with LPM priorities in linear memory. Our results are supported by evaluations on large-scale packet classifiers with real parameters from ClassBench; moreover, we have developed a prototype in P4 to support these types of transformations.

I. INTRODUCTION

Packet classification is a core functionality for representing packet processing programs on the data plane. There are two major program categories: traffic forwarding between certain points in a communication network and service policies that guarantee desired traffic properties or track network behavior during forwarding (e.g., quality-of-service, access-control, firewall). Both can be captured as tuple matching with action sets, but they have distinct behavior and may rely on different invariants; e.g., forwarding tables can be represented by prefixes with priorities based on longest-prefix-match (LPM) while policies can consider general multi-field classifiers; forwarding tables may change frequently, while policies representing economic models or specific traffic signatures are designed mostly a priori. In this work, we concentrate on policies in the second category based on multi-field packet classifiers.

It is easier and more efficient to represent prefixes with LPM priorities than to use multi-field packet classifiers in software-based approaches [1]. Complexity bounds derived from computational geometry imply that a software-based packet classifier with \( N \) rules and \( k \geq 3 \) fields uses either \( \mathcal{O}(N^k) \) space and \( \mathcal{O}(\log N) \) time or \( \mathcal{O}(N) \) space and \( \mathcal{O}(\log^{k-1} N) \) time [2], which makes them either too slow or too memory-intensive even with few prefix-fields.

Software-based approaches become even worse if classification rules are represented as general ternary bit strings, which is extremely useful in many applications [3], [4], [5]. Ternary content-addressable memory (TCAM) was introduced to overcome performance limitations of software-based solutions to represent multi-field packet classifiers and add a new level of expressiveness [6]. Unfortunately, TCAMS are expensive and power hungry [7], so TCAMS of a sufficient size are the de facto standard for classifier implementations only in high-end network elements [8], [9]. Most network elements efficiently implement prefix classifiers with LPM priorities at line-rate.

In this work, we explore alternatives to TCAMS and other software-based approaches and show how to represent multi-field packet classifiers on commodity LPM infrastructures (transparently to them) with line-rate performance. Various approaches to represent multi-field packet classifiers on LPM infrastructures exist, but all of them impose additional constraints on how fields are represented (e.g., prefixes or exact values) and most do not achieve desired worst-case guaranteed lookup time [10], [2], [11], [12]. Unlike prior art, we do not apply additional constraints on field representations and assume that classifier rules are ternary bit strings with general priorities as in TCAMS. We do not propose a specific classifier implementation but rather define an abstraction layer that chooses a subset of bit indices to be used in the lookup process.

A classifier based on these bit indices can be transparently represented by other schemes, both in hardware and software.

The paper is organized as follows. Section II introduces the model; Section III, a novel structural property, prefix reorderability, with an optimal algorithm that transforms a given classifier into a prefix LPM classifier without extra memory (if possible). In Sections IV and V we show how to represent non-prefix-reorderable classifiers on existing LPM infrastructure without and with extra memory. Since classification width supported by LPM infrastructures is usually limited to 32 or 128 bits, in Section VI we show how to represent much wider classifiers on LPM infrastructures and study a composition of prefix reorderability with another structural property, rule disjointness (order independence [14]). Section VII discusses dynamic updates. In Section VIII, we evaluate our approach on ClassBench classifiers with real parameters [19]. Section IX outlines implementation details on top of the P4 domain-specific language [20]; we have released the code under an open source license. Section X discusses related prior art, and Section XI concludes the paper.

II. MODEL DESCRIPTION

In this section, we provide formal definitions for further exposition, starting with the basic notions of a packet header and classifier. A packet header \( H = (h_1, \ldots, h_w) \) is a
sequence of bits: each bit $h_i \in H$ has a value of either zero or one, $h_i \in \{0, 1\}$. For example, $(1 \ 0 \ 0 \ 0)$ is a 4-bit header. A classifier $K = \{R_1, \ldots, R_N\}$ is an ordered set of rules, where each rule $R_i = (F_i, A_i)$ consists of a filter $F_i$ and a pointer to the corresponding action $A_i$. A filter $F = (f_1, \ldots, f_w)$ is a sequence of, again, $w$ values corresponding to bits in the header, but this time the possible bit values are 0, 1, or * ("don’t care"). We illustrate classifiers by a table as in Example 1, where $R_i \prec R_{i+1}$ is implied.

**Example 1:** A classifier $K$ on four bits ($w = 4$) is.

<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>$A_4$</td>
</tr>
</tbody>
</table>

A classifier’s main purpose is to find the action corresponding to the highest priority rule matching a given header. A header $H$ matches a rule $R$ if it matches $R$’s filter, and it matches a filter $F$ if for every bit of $H$ the corresponding bit of $F$ has either the same value or *. The set of rules has a non-cyclic priority ordering <; if a header matches both $R$ and $R'$ for $R < R'$, the action of rule $R$ is applied. E.g., in Example 1 the header $(0 \ 1 \ 0 \ 0)$ matches both $R_1$ and $R_2$, but $A_1$ is applied. Filters $F_1$ and $F_2$ are disjoint if no single header matches both of them. Otherwise, $F_1$ and $F_2$ intersect, and rules have to be prioritized. Two rules intersect (are disjoint) if their filters intersect (are disjoint). In Example 1, $R_1$ and $R_2$ (as well as their filters) intersect (e.g., $(0 \ 1 \ 0 \ 0)$ matches both filters), while $R_1$, $R_3$, and $R_4$ are pairwise disjoint.

A classifier $K$ is called a prefix classifier if in every filter $F \in K$ all 0s and 1s precede all * bits, i.e., they match prefixes of a header. A prefix classifier is called a longest prefix match (LPM) classifier if for every two intersecting rules $R_1$ and $R_2$, the one with the longer prefix in its filter takes precedence. LPM does not necessarily mean that a longer prefix is higher in the ordering: the constraint only concerns intersecting filters, so in Example 1 the first three rules comprise an LPM classifier.

Two classifiers $K_1$ and $K_2$ are equivalent if they choose the same action for every packet. Formally, for every header $H \in \{0, 1\}^w$ $H$ matches a rule in $K_1$ iff it matches a rule in $K_2$, and if $H$ does match $R_1 = (F_1, A_1) \in K_1$ and $R_2 = (F_2, A_2) \in K_2$ then $A_1 = A_2$.

### III. PREFIX-REORDERABLE CLASSIFIERS

Our main objective is to find representations of classifiers with general priorities on commodity LPM infrastructures transparently to their implementations. To achieve this, we proceed in two steps: (1) reorder bit indices of ternary bit strings to transform them into prefixes (still with original priorities, not necessary LPM) and (2) convert the resulting prefix classifier (with general priorities) to an equivalent LPM classifier. Here we assume that the classification width $w$ is at most $w_{\text{LPM}}$ used in LPM infrastructures (e.g., 32 or 128 bits). We will return to the case $w > w_{\text{LPM}}$ in Section VI.

#### A. Ternary bit strings to prefixes

In this subsection, we identify exact conditions when a given classifier can be transformed by bit reordering into an equivalent prefix classifier. Moreover, we present an algorithm that constructs a required order.

Let $B = (b_1, b_2, \ldots, b_k)$, $k \leq w$, be a sequence of distinct bit indices, $1 \leq b_i \leq w$, that represents a desired bit order. For a header $H = (h_1, h_2, \ldots, h_w)$, we denote by $H^B$ the (sub)header $(h_{b_1}, h_{b_2}, \ldots, h_{b_k})$. E.g., for $H = (0 \ 1 \ 0 \ 0)$ and $B = (3, 2)$ $H^B = (0 \ 1)$. Similarly, for a filter $F$ we have $F^B = (f_{b_1}, f_{b_2}, \ldots, f_{b_k})$, extending this notation to a rule $R = (F, A)$: $R^B = (F^B, A)$. Finally, for a classifier $K = \{R_1, \ldots, R_N\}$ the $B$-reordering of $K$, denoted $K^B$, is obtained from $K$ as follows: (i) replace each rule $R \in K$ by $R^B$; (ii) for incoming packets, replace $H$ by $H^B$ prior to matching. E.g., in Example 1 for $B = (3, 1, 2)$ we have

<table>
<thead>
<tr>
<th>$K^B$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1'$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2'$</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_3'$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_4'$</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_4$</td>
</tr>
</tbody>
</table>

To match $H = (0 \ 1 \ 0 \ 0)$ in this classifier, $H$ is first transformed to $H^B = (0 \ 0 \ 1)$, which matches $R_1'$. Note that for $H' = (0 \ 1 \ 0 \ 1)$ in the above classifier the matching rule is also $R_1'$, while in the original classifier it would match $R_2$ with a different action. Thus, $K$ and $K^B$ are not equivalent in general. Equivalence is obviously preserved, however, when no bits are omitted.

**Observation 1:** For every classifier $K$ on $w$ bits, if $B$ is a permutation of $(1, \ldots, w)$ then $K$ is equivalent to $K^B$.

We call a classifier $K$ on $w$ bits prefix-reorderable if there exists a permutation $B$ of $(1, \ldots, w)$ such that $K^B$ is a prefix classifier (here $K^B$ is always equivalent to $K$).

**Example 2:** Classifier from Example 1 is not prefix but prefix-reorderable: for $B' = (1, 3, 2, 4)$ we have

<table>
<thead>
<tr>
<th>$K^{B'}$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1''$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2''$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_3''$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_4''$</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_4$</td>
</tr>
</tbody>
</table>

Unfortunately, not every classifier is prefix-reorderable.

**Example 3:** Consider the following classifier:

<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>*</td>
<td>0</td>
<td>$A_2$</td>
</tr>
</tbody>
</table>

The key to prefix-reorderability criteria lies in the reason why Example 3 fails. Consider a filter $F = (f_1, \ldots, f_w)$; denote by $\text{exact}(F)$ the set of bit indices $i$ such that $f_i \neq *$; we extend $\text{exact}$ to rules as $\text{exact}(F, A) = \text{exact}(F)$. In Example 3 we have $\text{exact}(R_1) = \{1\}$, and $\text{exact}(R_2) = \{2\}$, but in a prefix classifier * must follow 0s and 1s in $F^B$.

**Observation 2:** For any filter $F$ on $w$ bits and any permutation $B$ of $(1, \ldots, w)$, if $F^B$ is a part of a prefix classifier, then indices from $\text{exact}(F)$ must precede in $B$ all other indices.
Algorithm 1 perm($K$)
1: $E'_1; \ldots; E'_jKj \text{ sort by size(}\text{exact}(K))$
2: $B \leftarrow \text{sort}(E'_1)$
3: for $i \in \{1; \ldots; \text{\# of } K0\}$ to this trie: the third rule’s prefix (shown in gray) is not included since an earlier rule already has a shorter prefix classifier as in Example 2. Algorithm perm thus exploits the criterion (Theorem 1) to construct a permutation of bit indices that results in a prefix-reorderable classifier, if one exists. To illustrate the behavior of perm, consider again the classifier $K$ from Example 1. Here, if sorted by sizes, we have \text{exact}(K) = \{1, \{1,1,3\}, \{1,2,3\}, \{2,3,4\}\}. Line 2 assigns $B = (1)$. On the first iteration, we have $E'_1 = \{1\}$ and $E'_{i+1} = \{1,3\}$, thus $B = (1,3)$. On the second iteration, $E'_1 = \{1,3\}$, $E'_{i+1} = \{1,2,3\}$, so now $B = (1,3,2)$. Line 7 adds the last bit index 4, and the algorithm returns $B = (1,3,2,4)$, leading to the same prefix classifier as in Example 2. Algorithm perm can now be used to find the equivalent prefix classifier if it exists; we get general_to_prefix($K$) = NO if perm($K$) = NO and general_to_prefix($K$) = $K^B$ if perm($K$) = YES($B$).

Algorithm 2 prefix_to_lpm($K$)
1: while $K$ is not LPM do
2: $R_1, R_2 \leftarrow \text{rules violating LPM}$
3: if $|\text{exact}(R_1)| < |\text{exact}(R_2)|$ then $\triangleright R_1$ has a shorter prefix
4: $K \leftarrow K \setminus R_2$
5: else
6: $K \leftarrow K \setminus R_1$
7: return $K$

B. Prefix to LPM classifiers

Once a classifier is transformed to an equivalent prefix classifier $K'$, the rule priorities of $K'$ do not necessarily conform to LPM priorities. In this part, we introduce a transformation of a prefix classifier (with general priorities) to an LPM classifier that does not add new rules and works in time $O(|K| \cdot w)$.

Example 4: Consider a prefix classifier $K_0$:

<table>
<thead>
<tr>
<th>$K_0$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_2$</td>
</tr>
</tbody>
</table>

Observe that the last two rules in $K_0$ do not conform to LPM since $R_2$ intersects with $R_3, R_2$ has a shorter prefix, but $R_2 \prec R_3$. In this case, the last rule is just redundant and can be removed since all packets matched by $R_3$ will always be matched by $R_2$ with higher priority. As a result, we get an equivalent prefix classifier that already has LPM priorities:

<table>
<thead>
<tr>
<th>$K_1$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_2$</td>
</tr>
</tbody>
</table>

It turns out that it suffices to remove redundant rules of this type to transform a prefix classifier into an LPM classifier, and Algorithm 2 does this without increasing the number of rules.

Theorem 2: prefix_to_lpm transforms a prefix classifier $K$ into an equivalent LPM classifier $K'$ with $|K'| \leq |K|$. Moreover, it can be implemented in time $O(w \cdot |K|)$.

Proof: Since each iteration reduces the number of pairs of rules that violate LPM order, and there are finitely many such pairs, prefix_to_lpm terminates. To prove that it preserves equivalence, consider two rules: $R_i$ with prefix $x$ and $R_{i+1}$ with prefix $y$; w.l.o.g. assume that $|x| < |y|$, so $y = uz$, where $|u| = |x|$. There are two cases: (1) $x = u$ and (2) $x \neq u$. In the former case, all packets matched by $y$ would be already matched by $x$; thus, rule $R_{i+1}$ is redundant and can be removed. In the latter case, the rules do not intersect and hence conform to LPM priorities.

A naive implementation of prefix_to_lpm, shown in Algorithm 2, works in $O(w \cdot |K|^2)$ time. A faster approach can be based on bit tries: start with an empty bit trie $T$. Sort rules in non-decreasing order of $\text{exact}(R_i)$ in $O(|K| + w)$ time using radix sort. Then, for every rule $R_i$ in this order with 0-1 prefix $p_i$, check for every rule $R_j$ such that its prefix $p_j$ lies on the path from $T$’s root to $p_i$ that $R_i \prec R_j$; if the check does not fail, add $p_i$ to $T$; if for some $R_j$, $p_i = p_j$, leave in $T$ the rule with higher priority. Figure 1 shows an example of adding the prefixes of $K_0$ to this trie: the third rule’s prefix (shown in gray) is not included since an earlier rule already has a shorter prefix.
prefix. The resulting classifier $\mathcal{K}$ consists of all rules whose prefixes are left in $T$, together with the corresponding actions; the theorem follows since we always keep only top priority rules among intersecting ones.

In this section, we have shown how to transform prefix-reorderable classifiers to LPM classifiers. The proposed transformations, perm and prefix-to-lpm, are transparent to internal implementations of LPM infrastructures. Next we will see how to represent non-prefix-reorderable classifiers on commodity LPM infrastructures.

IV. NON-PREFIX-REORDERABLE CLASSIFIERS WITHOUT EXTRA MEMORY

We introduce two approaches for dealing with non-prefix-reorderable classifiers. The first, which we consider in this section, requires prefix reorderability only on a subset of rules, exploiting the capability of a target architecture to perform multiple LPM lookups at line-rate and leading to multiple prefix-reorderable classifiers that are together equivalent to the original classifier.

A. Groupwise reorderability

In most cases, target architectures are able to perform multiple lookups to the LPM infrastructure at line-rate. Hence, we can partition rules into multiple prefix-reorderable classifiers and look up a header in each group, combining the outcomes to choose the highest priority rule as the final result. Since each rule appears only in one group, no extra memory is required.

Example 5: Consider the following (non-prefix-reorderable) classifier $\mathcal{K}$ that will be our running example in this section:

$$\mathcal{K} = \{r_1, r_2, r_3, r_4, r_5, r_6, r_7\}$$

$\mathcal{K}$ can be split into prefix-reorderable classifiers $\mathcal{K}_1$ and $\mathcal{K}_2$:

<table>
<thead>
<tr>
<th>$\mathcal{K}$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$r_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$r_3$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_4$</td>
</tr>
<tr>
<td>$r_4$</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>$A_5$</td>
</tr>
<tr>
<td>$r_5$</td>
<td>*</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>$A_5$</td>
</tr>
<tr>
<td>$r_6$</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_6$</td>
</tr>
<tr>
<td>$r_7$</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>$A_7$</td>
</tr>
</tbody>
</table>

$\mathcal{K}_1 = \{r_1, r_2, r_3\}$ and $\mathcal{K}_2 = \{r_4, r_5, r_6, r_7\}$

Algorithm 3 $mg(H)$ for $\mathcal{K}$ and $\{\mathcal{K}_1, \ldots, \mathcal{K}_\beta\}$

1: for $i \in 1, \ldots, \beta$
2: \hspace{1em} $R_i^* \leftarrow \text{find_match}(\mathcal{K}_i, H)$
3: $F \leftarrow max_{1 \leq \beta} R_i^*$ w.r.t $\mathcal{K}$
4: return $F$

Algorithm 4 min_group_partition($\mathcal{K}$)

1: $\mathcal{E}_1, \ldots, \mathcal{E}_\beta \leftarrow \text{min\_chain\_partition}(\text{exact}(\mathcal{K}), \prec)$
2: \hspace{1em} $P \leftarrow \emptyset$
3: for $i \in \{1, 2, \ldots, \beta\}$
4: \hspace{2em} $\mathcal{K}_i \leftarrow \{R \in \mathcal{K} : \text{exact}(R) \in \mathcal{E}_i\}$
5: \hspace{2em} $P \leftarrow P \cup \{\mathcal{K}_i\}$
6: return $P$

If $\mathcal{K}_1$ and $\mathcal{K}_2$ both receive a header $H = (0 \ 0 \ 1 \ 0)$, the former finds a matching rule $R_2$ and the latter finds $R_5$. The multigroup implementation compares priorities of matched rules and returns the one with higher priority, namely $R_2$.

Algorithm 7 defines the lookup procedure to a multigroup representation of a given classifier. Since all rules of the original classifier $\mathcal{K}$ participate in the lookup process, and the rule with highest priority is returned, the multigroup representation of a given classifier is equivalent to $\mathcal{K}$. Different objectives can be optimized in the construction of multigroup representations. We begin with a natural one that minimizes the number of prefix-reorderable groups.

B. Minimizing the number of groups

Problem 1 (MINGR): Find a partition of the rules of a given classifier $\mathcal{K}$ into a minimal number of disjoint prefix-reorderable groups.

Intuitively, the resulting number of groups should depend on the order in which rules are assigned to groups, and at first glance it looks like a hard problem. However, according to the chain criterion in Theorem 1, $\mathcal{K}$ is a prefix-reorderable subset of $\mathcal{K}$ if and only if exact($\mathcal{K}'$) is a chain. Thus, instead of partitioning $\mathcal{K}$ into prefix-reorderable groups, we can partition exact($\mathcal{K}$) into chains and then distribute rules to groups according to the chain partition. This transformation changes the problem in two important ways: first, the size of exact($\mathcal{K}$) is usually much smaller than the number of rules in $\mathcal{K}$; second, most importantly, the minimal chain partition problem can be solved in polynomial time with the help of order theory [21].

The min_group_partition algorithm for MINGR, shown in Algorithm 4, exploits this idea. It calls the min_chain_partition function that returns a minimal size chain partition of a given ordered set based on Dilworth’s decomposition theorem [22]. The implementation of min_group_partition shown in Algorithm 5 is based on Fulkerson’s proof of Dilworth’s theorem [23].

Example 6: Fig. 2 illustrates Algorithm 4 with $\mathcal{K}$ from Example 5. Starting from exact($\mathcal{K}$) = $\{\{2\}, \{1, 2\}, \{2, 3\}, \{1, 2, 3\}, \{2, 3, 4\}\}$, we order it by inclusion (Fig. 2a), construct the corresponding bipartite graph (Fig. 2b), find a maximal matching, in this case $\{(\{2\}, \{1, 2\}), (\{1, 2\}, \{1, 2, 3\}), (\{2, 3\}, \{2, 3, 4\})\}$ (shown on Fig. 2b and c), and construct the chains by following this matching (Fig. 2c and d).
Fig. 2. Dilworth’s decomposition theorem: (a) original ordered set; (b) the bipartite graph and its maximal matching; (c) chain decomposition in the bipartite graph; (d) chain decomposition in the original graph.

Algorithm 5 min_chain_partition\( (X, \subseteq) \)

\[
\begin{align*}
1: & \quad G \leftarrow \text{bipartite graph, s.t. } V(G) = E(G) = \emptyset \\
2: & \quad \text{for } x \in X \text{ do} \\
3: & \quad G.\text{add_left_vertex}(x_L) \\
4: & \quad G.\text{add_right_vertex}(x_R) \\
5: & \quad \text{for } x, x' \in X \text{ do} \\
6: & \quad \text{if } x < x' \text{ then} \\
7: & \quad G.\text{add_edge}(x_L, x_R) \\
8: & \quad M \leftarrow \text{max_matching}(G) \\
9: & \quad \text{for } (x_L, x_R) \in M \text{ do} \\
10: & \quad G.\text{add_edge}(x_L, x_R) \\
11: & \quad \text{return connected components}(H)
\end{align*}
\]

Theorem 3: The algorithm min_chain_partition finds an optimal solution for the MINGR problem in time \( O\left(\left|\text{exact}(K)\right|^{5/2} + |K|^2 w\right) \).

Proof: For any prefix-reorderable partition of rules, by Theorem 1 the set of \( \text{exact}(K_j) \) in each group \( K_j \) constitutes a chain, leading to a chain partition. Vice versa, if we have found a chain partition it suffices to group rules with respect to this partition to get a prefix-reorderable partition of the same size. Execution time of min_pmgr is dominated by the call to min_chain_partition, whose execution time is dominated by \( \text{max}\_\text{matching} \), so the Hopcroft–Karp algorithm [24] yields running time \( O\left(|K|^{5/2}\right) \). It takes time \( O\left(|K|^2 w\right) \) to construct the ordered set \( (\text{exact}(K), \subseteq) \): we have to compute \( \subseteq \) for every pair of \( |K| \) elements in this set.

C. Mixed representations

The number of parallel and serial lookups to the LPM

Theorem 4: There exists a classifier \( K \) with \( |K| = O\left(\frac{1}{\sqrt{w} \times 2^w}\right) \) such that an optimal solution of the MINGR problem requires exactly \( |K| \) groups.

Proof: The idea of this worst-case example is to construct many filters with different sets of \( * \) fields that are not subsets

While instances such as in Theorem 4 are rare, it often happens in practice that a small number of “bad” rules form a hard example and result in a large number of representing groups. To allow our methods to cover non-prefix-reorderable instances, in this section we introduce “mixed” representations that implement a part of the original classifier in a traditional way (e.g., in TCAM). The assumption is, again, that we can look up both multigroup and traditional parts of a given classifier and return the matched rule with highest priority, so the mixed representation is again equivalent to \( K \). We assume that traditional representations are more expensive than multigroup ones. Therefore, our objective is to maximize the number of rules from a given classifier used in the multigroup part, while still limiting the total number of groups.

Problem 2 (MAXCOV): Given a classifier \( K \) and a constant \( \beta > 0 \), assign the largest possible subset of \( K \)’s rules into at most \( \beta \) prefix-reorderable disjoint groups.

Note that both MINGR and MAXCOV problems do not change the rules themselves and do not require additional memory. The mixed setting allows us to exclude “bad” rules from consideration when constructing a chain partition. To exclude an element \( E \) from \( \text{exact}(K) \) we must move every rule \( R \) with \( \text{exact}(R) = E \) to a traditional representation. Denoting a set of all such rules as \( K[E] \), we can associate with every removal of \( E \) a cost \( |K[E]| \); the goal now is to minimize the total cost. Algorithm 6 (max_coverage_partition) essentially follows the same logic as min_group_partition, but max_coverage_partition instead of a maximal matching uses a minimal weight matching of a fixed cardinality and introduces additional weighted edges on line 5. The cardinality \( |M| \) of the matching determines the number of subgroups \( (\beta = |\text{exact}(K)| - |M|) \). This lets MINGR minimize the number of groups but MAXCOV simply bounds it while another objective is being optimized.

Example 7: Fig. 3 shows max_coverage_partition on a classifier \( K \) from Section IV-A with \( \beta = 1 \); numbers of rules with each exact \( (R) \) are shown in top right corners (Fig. 3a).

In the bipartite graph on Fig. 3b, max_coverage_partition
Algorithm 6 max_coverage(K, \( \beta \))
1: \( G \leftarrow \) weighted bipartite graph, \( V(G) = \emptyset \), \( E(G) = \emptyset \)
2: for \( E \in \text{exact}(K) \) do
3: \( G \): add left vertex(\( E_L \))
4: \( G \): add right vertex(\( E_R \))
5: \( G \): add edge(\( E_L, E_R, \text{weight} = |K(E)| \))
6: for \( E, E' \in \text{exact}(K) \) do
7: if \( E \subset E' \) then
8: \( G \): add edge(\( E_L, E'_R, \text{weight} = 0 \))
9: \( M \leftarrow \text{min_weight_matching}(G, |\text{exact}(K)| - \beta) \)
10: \( K' \leftarrow \{ R \in K : (\text{exact}(R)_{L,I}, \text{exact}(R)_{R}) \in M \} \)
11: return \( K' \)

Example 8: Consider again the non-prefix-reorderable classifier from Example 3. We can cover only one rule with a single prefix-reorderable group, but by expanding the + bit in \( R_3 \) we get the following prefix-reorderable classifier:

\[
\begin{array}{cccc}
K & \#1 & \#2 & \text{Action} \\
R_1 & 0 & * & A_1 \\
R_2 & 1 & 1 & A_2 \\
R_3 & 0 & 1 & A_3 \\
\end{array}
\]

Now \( R_3 \) is covered by \( R_1 \) and can be removed, so the end result is a single group covering all rules.

This example shows that sometimes it is worthwhile to trade a modest increase in memory footprint to cover more rules by prefix-reorderable groups. Naturally, to avoid exponential memory blowup one should control the expansion process, so we incorporate into the MAXCOV problem a constraint \( m \) on the number of expanded bits per rule. In the following definition, \( K' \) denotes an expanded version of \( K' \).

**Problem 3 (MAXCOV-m):** Given a classifier \( K \), a constant \( \beta > 0 \), and a maximal number of rules \( M \), find the largest subset \( K' \subseteq K \) and a multigroup classifier \( K' \) equivalent to \( K' \) with \( |K'| \leq M \) such that \( K' \) can be split into at most \( \beta \) prefix-reorderable groups.

In what follows we present a heuristic for MAXCOV-m. The general idea is to start with a solution for the MAXCOV problem (for some \( \beta \)) and then incorporate some of the extra rules into the prefix-reorderable groups by applying bit expansion. Specifically, we take a rule \( R \) (e.g., \( ((0 * 1 *), A) \)) and a set of bit indices (e.g., \( \{2\} \)), and replicate \( R \), replacing * bits at given indices with all possible combinations of 0s and 1s: \( R' = ((001*), A), R'' = ((011*), A) \). We denote this procedure by expand(\( K, B \)), which applies bit expansion to all bits with indices from \( B \) in every rule in \( K \).

To understand how bit expansion can be useful for solving the MAXCOV-m problem, consider \( \beta = 1 \). Assume that max_coverage_partition(\( K, 1 \)) produced a maximum prefix-reorderable group \( K' \subseteq K \), so by Theorem 1 max_coverage_partition(\( K' \) = \( E_1 \cup E_2 \ldots \cup E_s \)). We denote the “extra” rules represented in a traditional way as \( K_s = K \setminus K' \). Prefix-reorderability is determined solely by the structure of exact(\( K' \)), so we can limit our consideration to \( K_s = \{ R \in K_s : \text{exact}(R) = E \} \). To check whether \( K_s = K_s \) is prefix-reorderable, we need to expand some bits in \( K_s \) and/or possibly in \( K[E_s] \) so that the result is still prefix reorderable. For example, if \( E \subset E_s \) (the maximal element of exact(\( K' \))), we merge \( K_s[E] \) and \( K'[E_s] \) into \( K'[E_s \cup E] \) by replacing them with expand(\( K_s[E], E_s \cup E \)) and expand(\( K'[E_s], E_s \cup E \)).

The algorithm expand_and_fit (Algorithm 7) greedily selects \( K_s[E] \) to merge into a \( K'' \) so that \( |K'[E]| \) is maximized, since the less rules are left to a traditional representation (the subset \( K_s \)) the better. To guarantee that bit expansion will not increase memory above \( M \), we limit the number of bits that may be expanded in each rule by \( \delta = \log_2(M/|K'|) \); the algorithm keeps track of already expanded bits from previous iterations in \( K' \) using \#ex. The complexity of expand_and_fit without calls to expand and min_chain_partition is \( O(w \cdot |\text{exact}(K'_1)| \cdot \log |\text{exact}(K'_1)|) \). An actual implementation of
Algorithm 7 expand_and_fit($K'$; $K_t$; $\delta$)
1: $E \leftarrow \text{sort exact}(K_t)$ by $1/|K_t[E]|$
2: for $E \in E$ do
3:  $(E_1 : \ldots : E_m)$ = min_chain_partition($K'$)
4:  $i^* \leftarrow \max\{i : E \not\subseteq E_i\}$
5:  $E_j \leftarrow E \cup E_i.$
6:  if $|E_j \setminus E| > \delta$ or $\#ex(E_i) + |E_j \setminus E_i| > \delta$ then
7:      continue
8:  $E \leftarrow \max\{|E_i \setminus E|, \#ex(E_i) + |E_i \setminus E|, \#ex(E_j)|$
9:  $K' \leftarrow (K'[E_i] \cup \text{expand}(K'[E_i], E_i) \cup \text{expand}(K'[E], E))$
10: $K_2 \leftarrow K_2[K[E]]$
11: return $(K', K_2)$

the algorithm can postpone expand until the end by operating on pairs $(E, |K'[E]|)$ instead of actual rule sets; moreover, the chain partition is usually known from the preceding call to max_coverage_partition.

Example 9: Consider the classifier $K$ from Example 5 and let $\beta = 1$ and $\delta = 1$. The maximum prefix-reorderable classifier $K'$ is $K_1$ and $K_2$ is $K_2$. We have exact($K'$) = $(E_1 = \{2\}, E_2 = \{1, 2\}, E_3 = \{1, 2, 3\})$; and exact($K_1$) = $\{(2, 3), (2, 3, 4)\}$. First, expand_and_fit considers $E = \{(2, 3)\}$, the largest $E_i$ not containing $E = E_2 = \{1, 2\}$, so $i^* = 2$. At this point, the check at line 6 succeeds, and $K'$ gets augmented with $\text{expand}((R_2, R_2), \{1, 2, 3\})$. At line 6, exact($K'$) does not change but $\#ex((1, 2, 3))$ is set to 1. Next, the algorithm considers $E = \{(2, 3, 4)\}$ and selects $i^* = 3$. Here $|E_3 \setminus E_i| = 1$, but now $\#ex(E_3) = 1$, and the check at line 6 fails. The end result is the following:

\[
\begin{array}{c|cccc|c}
K' & \#1 & \#2 & \#3 & \#4 & \text{Action} \\
\hline
R_1 & 0 & 0 & 0 & * & A_1 \\
R_2 & 0 & 0 & 1 & * & A_2 \\
R_3 & 0 & 0 & * & * & A_4 \\
R_4 & 0 & 0 & 1 & * & A_5 \\
R_5 & 1 & 0 & 1 & * & A_5 \\
R_6 & 0 & 1 & 0 & * & A_6 \\
R_7 & 1 & 1 & 0 & * & A_6 \\
R_8 & 0 & * & * & * & A_7 \\
\end{array}
\]

Note the redundancy in $R_{50}$ that resulted from bit expansion.

VI. HOW TO CUT DOWN CLASSIFICATION WIDTH

We have already introduced several ways to represent ternary bit strings with general priorities on commodity LPM infrastructures. So far we assumed that classification width $w$ of the classifiers is at most the classification width $w_{LPM}$ of an implementing LPM infrastructure. In reality, $w$ can be larger than supported by commodity LPM infrastructures (32 or 128 bits), so it is important to reduce classification width. The work [14] already introduced a structural property of classifiers called rule-disjointness to tackle exactly this problem. A classifier is rule-disjoint iff all its rules are pairwise disjoint. If a given classifier $K$ is still rule-disjoint on a subset of bit indices $B \subset \{1, \ldots, w\}$, the underlying lookup can be based only on these $B$ bits, and then only a false-positive check is required on the remaining $\{1, \ldots, w\} \setminus B$ bits. Due to disjointness, only a single rule can be matched, so the false-positive check is not a lookup but just a bitwise comparison of bits from $\{1, \ldots, w\} \setminus B$ in the header and rule matched in the $KB$ classifier.

Example 10: Consider the following rule-disjoint classifier:

\[
\begin{array}{c|c}
K & \#1 & \#2 & \#3 & \#4 & \text{Action} \\
\hline
R_1 & 0 & 1 & 0 & 0 & A_1 \\
R_2 & 1 & * & 0 & 0 & A_2 \\
\end{array}
\]

Note that only a single bit is enough to keep an equivalent classifier $KB$ rule-disjoint, i.e., for $B = \{1\}$ we have $KB$.

Similarly to prefix reorderability, requiring rule disjointness on the entire classifier can be too restrictive, so multigroup representations are natural for both characteristics. In particular we want to have the width-bounded versions of the problems that we have defined earlier (e.g., MINGR or MAXCOV). We will not present here definitions for all of them (since they have similar changes) and limit ourselves to the following:

Problem 6 (MAXCOV-w): Given a classifier $K$ and two positive numbers $w_{LPM}$ and $\beta$, find a maximal subset of $K$’s rules that can be assigned to at most $\beta$ groups, where each group is prefix-reorderable and rule-disjoint on at most $w_{LPM}$ bits.

At this point we need to understand the effects rule disjointness and prefix reorderability have on each other. The following two observations show that there is no interference.

Observation 3 (LPM-RD): If a classifier $KB$ is prefix-reorderable, $KB'$ is also prefix-reorderable for any $B' \subseteq B$.

Observation 4 (RD-LPM): Reordering of bit indices and expansion of * bits preserve rule disjointness.

Thus, it is safe to combine transformations reducing classification width (RD-step) with those that aim for prefix reorderability (LPM-step) in any order. This is very important because it allows us to decouple them from each other. The only remaining question is in which order we should combine these steps: RD-LPM or LPM-RD? It turns out that there is no definite answer to this question.

Example 11: First, consider the hard classifier instance from Theorem 4 for $w = 4$:

\[
\begin{array}{c|c|c|c|c|c}
K & \#1 & \#2 & \#3 & \#4 & \text{Action} \\
\hline
R_1 & * & 1 & 0 & 0 & A_1 \\
R_2 & * & 1 & 0 & 1 & A_2 \\
\end{array}
\]

Assume that $w_{LPM} = 2$, and we intend to minimize the number of groups as in the PMGR problem. The RD-LPM approach will produce one group because it will first switch to $K(3, 4)$, which is prefix-reorderable. But the LPM-RD approach will first split the rules into two groups, getting two groups instead of one.

On the other hand, consider the following example:

\[
\begin{array}{c|c|c|c|c|c}
K & \#1 & \#2 & \#3 & \#4 & \text{Action} \\
\hline
R_1 & 0 & 0 & 0 & * & A_1 \\
R_2 & * & 0 & 1 & 0 & A_2 \\
R_3 & 1 & 0 & * & * & A_3 \\
R_4 & * & 1 & 0 & * & A_4 \\
\end{array}
\]

Here the LPM-RD approach produces exactly two groups: $\{R_1, R_3\}$ and $\{R_2, R_4\}$, which are both order-independent on the first and second bit respectively. Although RD-LPM may use the same solution as LPM-RD, it is not required to
do so, and it may select the following two groups instead: \( \{R_1, R_2\} \) and \( \{R_3, R_4\} \). Each of those groups will require two subgroups to be represented on an LPM infrastructure producing four groups in the final representation. Thus, for the MNGR-\( w \) problem different approaches can work better for different instances of classifiers.

In the MAXCOV-\( w \) problem the objective is different: complete coverage is not required, but the number of rules is limited. The approach we suggest here is to greedily take the largest possible subset which is both disjoint and prefix-reorderable. It can be found found in two steps: first, we find a rule disjoint group using a greedy algorithm from [14]; second, we run MAXCOV with \( \beta = 1 \) to find a maximal prefix-reorderable subset. By Observation 4, the resulting group possesses both properties. We call this algorithm RD-MC. Another version of this algorithm, RD-MC-EXP, runs an additional expand and fit step after MAXCOV.

Another curious interaction between LPM and RD happens when we vary \( w_{LPM} \) (infrastructure limits) in the RD-LPM approach. On one hand, if RD reduces the number of bits, it is easier for LPM to find prefix-reorderable decomposition of rules (e.g., set \( w_{LPM} = w/2 \) in Theorem 4 and get a \(|K|\)-fold decrease in the number of groups). On the other hand, RD itself may require a large number of groups, and the lower we set \( w_{LPM} \), the more groups we will have. At the extreme, the following classifier is prefix-reorderable, but RD yields 4 groups even if \( w_{LPM} = 4 \):

\[
K \quad \#1 \quad \#2 \quad \#3 \quad \#4 \quad \text{Action}
\]

| \( R_1 \) | 0 | 0 | 0 | 0 | \( A_1 \) |
| \( R_2 \) | 0 | 0 | 0 | \* | \( A_2 \) |
| \( R_3 \) | 0 | 0 | \* | \* | \( A_3 \) |
| \( R_4 \) | 0 | \* | \* | \* | \( A_4 \) |

VIII. DYNAMIC UPDATES

Another recurring theme in classifier representations is the support of dynamic updates. We have already mentioned two major service categories: traffic forwarding and service policies that represent economic models and traffic signatures designed in advance (e.g., quality of service, access control, firewall). Dynamic updates are not too important for the second category; offline computation can be valid in most cases. What if we still do need dynamic updates? Deletions and insertions that maintain groupwise representations are simple. If a new rule cannot be added to an existing group, or the traditional part is full, the multigroup part can be recomputed. Implementation of these cases is straightforward, so due to space constraints we do not go into further details here; the update procedure is similar to the one proposed in [14, Section 7.2]. There are two important factors that make a specific representation feasible: update resolution (that defines which part of a classifier is affected) and update frequency. Since there are cases when recomputation of a multigroup representation is required, we prefer to limit applicability of our representations only to the second group of services.

VIII. EVALUATION

To validate the proposed approach, we have run simulations on classifiers from the Classbench benchmark [19] generated with real parameters. Each classifier in the tables below has about 50,000 rules. The generated classifiers contained range-based fields, so in order to convert and operate on the entire multifield classifier we used the commonly used SRGE encoding scheme based on Gray coding [25]. Our code for processing and evaluating the classifiers is available at GitHub [26]. We did not measure lookup times since our approach serves as an abstract layer to find bit identities for lookup, independently of the underlying LPM infrastructure. Our evaluations are intended to validate the feasibility of the proposed approach, so we also did not compare our implementations with, for instance, software-based solutions intended to reduce size. We used four algorithms in the evaluations: (1) RD is a greedy algorithm from [14] that iteratively removes bits that represent unique differences for the smallest number of rule pairs, breaking ties by the share of \* bits; (2) RD\textsubscript{exact} is the same but removes only non-exact bits and does not stop until all bits are exact [14]; (3) RD-MC, our main heuristic, and (4) RD-MC-EXP have been discussed in Section VI.

Table I shows the results of our proposed heuristics without extra memory. We have covered five values of \( l \): \( l = 16 \), \( l = 24 \), \( l = 32 \), and \( l = 64 \) for the composition of RD and LPM, and \( l = 104 \) which corresponds to “pure” LPM with no width limit, and have computed the number of rules
covered by top $\beta$ groups for three different practical values of $\beta$: 5, 10, and 20. Note that for small values of $l$, the wider are the filters the larger the groups become and the fewer groups are needed; this is a property mostly inherited from the RD part since it is easier to find disjoint rules when their filters are wider. On the other hand, for extra large $l$ it becomes significantly harder to preserve prefix reorderability, and we see that by the time we reach $l = 104$ the tension between these two effects becomes evident: in some examples pure LPM loses to RD-LPM composition for $l = 32$; in others, vice versa. This effect is also illustrated on Fig. 4 that shows rules coverage in more detail: we see that the coverage is far from monotone in $l$. Another effect is that depending on the LPM infrastructure implementation, wider groups (larger $l$) may use significantly, sometimes exponentially more memory in order to decrease lookup time [8], [9], so in reality a larger number of more narrow groups may be preferable to a smaller number of wider groups. In Table I we see that this kind of tradeoff is also possible: e.g., for $fw2$ 10 groups with $l = 24$ cover more rules than 5 groups with $l = 32$, and so on. Table II shows the result with bit expansion for 4 and 8 bits. We see that this new allotted memory has virtually no effect in our example of practical classifiers at the level of $\beta$. The effect here is as follows: algorithm $\text{min}\_\text{pmgr}\_\text{mstep}$ attempts to minimize the antichain size while trying to keep memory requirements as low as possible. This means that, in practice, $\text{min}\_\text{pmgr}\_\text{mstep}$ does indeed significantly reduce the total number of groups, but does so by merging small groups, and they do not appear in the top 5-10 groups shown in Table II.

Figure 5 shows a comparison of the four algorithms in terms of rule coverage for three characteristic examples. Again, we see that the relative performance of algorithms highly depends on the specific instance, but the RD-MC-EXP heuristic proves to be most stable overall, across all examples. In all cases, we see that the proposed algorithms provide huge practical improvements in terms of TCAM size, covering, in most cases, a vast majority of the input classifier with but a few groups.

IX. IMPLEMENTATION IN P4

We have implemented the proposed representations in the commonly used domain-specific programming language P4 that implements match-action pipelines [20]. We used the Behavioral Model Version 2 (BMV2) framework that allows to implement a P4-programmable architecture as a virtual software switch; BMV2 is coming with the SIMPLE SWITCH target architecture [27]. However, the problem with P4 is that one has to specify lookup tables, headers, etc. in advance, and the actual table content is added separately at “run time”. Fixing bit indices implementing rule- disjointness and prefix reorderability before the actual table content is provided can significantly degrade efficiency for some instances of classifiers. To address this limitation, we extended the BMV2 table filling interface with the optimization engine that is target-independent; the only prerequisite is a P4 intermediate representation in JSON and the actual data. The engine replaces the original lookup table and its key structure specified in P4 with the equivalent representation based on data content, given a target specific maximal number of groups. We have released our implementation in open source [28].

X. RELATED WORK

Research towards efficient implementations of packet classifiers falls into two major categories: algorithmic solutions (usually software based) and TCAM-based solutions; comprehensive surveys can be found in [29], [1]. Algorithmic solutions mainly rely on one of three techniques: decision trees, hashing, or coding-based compression. The works [30], [12] suggest how to partition the multi-dimensional rule space. Possible matching rules are found by tracing a path in a decision tree. Techniques to balance the partition in each node exist, but rule replication often cannot be avoided; see a related approach in [31]. There is an inherent tradeoff between space and time complexities in these approaches. Song and Turner’s ABC algorithm for filter distribution offers higher throughput with lower memory overhead and can tune the implementation for better time complexity or better space complexity [32]. The works [33], [34] discuss hash-based solutions to match a packet to its possible matching rules. Efficient coding-based representations are shown in [35], [36]. TCAMs have no native support for range representations, so range encoding encompass an important direction in this domain [25], [37], [11]. Different approaches have been described to reduce number of entries: removing redundancies [38], [17], applying block permutations in the header space [39], transformations [13], [16], [40]. In particular [14], [15], [18] considered representations based on rule disjointness that we compose with prefix reorderability to cut down classification width.

XI. CONCLUSION

We have proposed alternatives that allow to implement ternary bit strings with general priorities on commodity LPM infrastructure, completely transparently to its internals, while removing or significantly reducing the need in TCAM. Our approach is built around $\text{prefix reorderability}$, a novel structural property of classifiers. We extend our results to classifiers of arbitrary width by composing prefix reorderability with rule disjointness. Feasibility of the proposed representations is supported by evaluations on practical classifiers; in addition, we release a P4 implementation of our transformations.
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Fig. 4. A comparison of group sizes for the min_group_partition algorithm with different \(l\): characteristic examples.

Fig. 5. A comparison of the algorithms with \(l\) = 32: characteristic examples.
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1 INTRODUCTION
The modern network edge has to perform tasks with heterogeneous complexity, including features such as advanced VPN services, deep packet inspection, firewall, intrusion detection, to list just a few. It is not always possible to use cloud resources to implement desired policies because of proximity issues and multiple management domains. Each required feature may require a different amount of processing at the level of individual network elements and may introduce new challenges for traditional architectures, leading to serious implementation and performance issues. In particular, increasing complexity of services implemented in-network can require additional computing and memory resources, which usually leads to the need to upgrade already existing (and expensive) network infrastructure. The challenge, however, is to find scalable and manageable methods to support these complexities without upgrading the capabilities of individual network elements. One possibility is to define a "virtual pipeline" by splitting required resources along the path of a packet flow using some knowledge of the network. The problem of splitting a policy into several lookup tables while minimizing the maximal local table size has been broadly studied in [6, 7] and found to be an intractable optimization problem. Heuristics proposed in [6, 7] suffer from three main problems: they have high computational cost, the resulting total classifier size can grow significantly (exponentially in the worst case), and finally, none of them can handle dynamic fields where a header can change along the routing path as a result of actions applied on a switch. The main contribution of this work is an optimal algorithm with linear time complexity that can handle dynamic fields at the price of a single bit of metadata prepended to every packet.

2 MODEL DESCRIPTION
We begin with formal definitions needed for further exposition, starting with the basic notions of a packet header and classifier.

A packet header $H = (h_1, \ldots, h_w)$ is a sequence of bits: each bit $h_i \in H$ has a value of either zero or one, $h_i \in \{0, 1\}$, $1 \leq i \leq w$. For example, $(1 0 0 0)$ is a 4-bit header. A classifier $\mathcal{K} = \{R_1, \ldots, R_n\}$ is an ordered set of rules with ordering $\prec$ (in all examples we assume that $R_i \prec R_{i+1}$), where each rule $R_i = (F_i, A_i)$ consists of a filter $F_i$ and a pointer to the corresponding action $A_i$. A filter $F = (f_1, \ldots, f_w)$ is a sequence of, again, $w$ values corresponding to bits in the headers, but this time possible bit values are 0, 1, and $\ast$ ("don’t care").
Example 2.1. Consider a sample classifier $\mathcal{K}$ on $w = 4$ bits:

\[
\begin{array}{c|c|c|c|c|c}
K & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_1 & * & * & 1 & 0 & A_1 \\
R_2 & 1 & 0 & * & * & A_2 \\
R_3 & 0 & 0 & * & * & A_3 \\
R_4 & * & * & 1 & 1 & A_4 \\
\end{array}
\]

A classifier’s main purpose is to find the action corresponding to the highest priority rule that matches a given header. A header $H$ matches a rule $R$ iff it matches $R$’s filter, and it matches a filter $F$ iff for every bit of $H$ the corresponding bit of $F$ has either the same value or $. The set of rules has a non-cyclic priority ordering $\prec$; if a header matches both $R$ and $R'$ for $R \prec R'$, the action of rule $R$ is applied. In particular, in Example 2.1 the header $(1 0 1 0)$ matches both $R_1$ and $R_2$, but $A_1$ is applied.

Two classifiers $\mathcal{K}_1$ and $\mathcal{K}_2$ are equivalent if they choose the same actions for every possible incoming packet; we assume that no action is applied if the packet does not match any rule.

3 SINGLE FLOW

As a building block in the automatic translation of network-wide policies to individual switch configurations, the work [6] introduced policy splitting over the path of the corresponding flow. To represent the equivalence between the original policy and its distributed representation, we define a splitting of a given classifier $\mathcal{K}$ to be a sequence of classifiers that is equivalent to $\mathcal{K}$. A sequence $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$ operates as follows: an incoming packet $p$ is matched in each $\mathcal{K}_i$ in order, immediately applying actions of the matched rule. We define an l-splitting of $\mathcal{K}$ as a splitting of $\mathcal{K}$ into $l$ classifiers.

Originally, the work [6] introduced the following problem that captures policy splitting for a single flow.

Problem 1 (FlowSplit). Given a classifier $\mathcal{K}$ and a sequence of switch capacities $c_1, c_2, \ldots, c_l$, find an l-splitting $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$ of $\mathcal{K}$ such that $\mathcal{K}_i$ has at most $c_i$ rules.

Policy splitting becomes a nontrivial problem if there are rules $R$ and $R'$ in a classifier $\mathcal{K}$ that intersect, i.e., there exists a header that matches both rules. The reason is that a packet can now be matched twice, as the following example illustrates.

Example 3.1. Let us split $\mathcal{K}$ from Example 2.1 in two parts:

\[
\begin{array}{c|c|c|c|c|c}
K_1 & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_1 & * & * & 1 & 0 & A_1 \\
R_2 & 0 & 0 & * & * & A_3 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c}
K_2 & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_3 & 1 & 0 & * & * & A_2 \\
R_4 & * & * & 1 & 1 & A_4 \\
\end{array}
\]

Now a header $(1 0 1 0)$ in the sequence $(\mathcal{K}_1, \mathcal{K}_2)$ is matched twice, and both $A_1$ and $A_2$ are applied to a packet.

One way to fix Example 3.1 is to add a special $\text{nop}$ action to $\mathcal{K}_2$ that does nothing but forward a packet further.

\[
\begin{array}{c|c|c|c|c|c}
K_2' & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_1 & * & * & 1 & 0 & \text{nop} \\
R_2 & 1 & 0 & * & * & A_2 \\
R_3 & 0 & 0 & * & * & \text{nop} \\
R_4 & * & * & 1 & 1 & A_4 \\
\end{array}
\]

Now the sequence $\mathcal{K}_1, \mathcal{K}_2'$ is a splitting of classifier $\mathcal{K}$ from Example 2.1.

4 SINGLE FLOW WITHOUT METADATA

Two major works on policy splitting, Palette (Palette) [7] and One-Big-Switch (OBS) [6], employ different methods to avoid the undesirable effect of rule intersection and preserve equivalence. In this section, we discuss the main ideas behind previously proposed methods. Next, we show how to apply Boolean Minimization (BM) techniques [1, 9] in a way that can give more flexibility but ultimately also limited. Finally, we discuss three major drawbacks that are common to all three approaches: slow running time, extensive rule duplication, and lack of support for dynamic fields.

4.1 Palette

Palette’s idea [7] is to produce a splitting $\mathcal{K}_1, \ldots, \mathcal{K}_l$ that avoids any rule intersection between $\mathcal{K}_i$ and $\mathcal{K}_j$ for $i \neq j$. Two methods for building such a splitting were proposed: pivot-based and cut-based. Both methods expand “don’t care” bits of possibly intersecting rules in order producing several non-intersecting sets of rules, as the following example shows.

Example 4.1. Expanding bit #1 in the classifier $\mathcal{K}$ from Example 2.1 yields two non-intersecting classifiers:

\[
\begin{array}{c|c|c|c|c|c}
K^0 & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_1^0 & 1 & * & 1 & 0 & A_1 \\
R_2^0 & 1 & 0 & * & * & A_2 \\
R_3^0 & 1 & * & 1 & 1 & A_4 \\
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c}
K^1 & #1 & #2 & #3 & #4 & \text{Action} \\
\hline
R_1^1 & 0 & * & 1 & 0 & A_1 \\
R_2^1 & 0 & 0 & * & * & A_3 \\
R_3^1 & 0 & * & 1 & 1 & A_4 \\
\end{array}
\]

The rules from different sub-classifiers do not intersect, hence, $\mathcal{K}^0$ and $\mathcal{K}^1$ form a 2-splitting of $\mathcal{K}$.

The pivot-based method is a top-down iterative approach. At every iteration, we consider the current splitting $\mathcal{K}_1, \ldots, \mathcal{K}_l$ of $\mathcal{K}$ starting from a single classifier $\mathcal{K}$. Among the current splitting, we choose the classifier $\mathcal{K}_j$ with the largest number of rules and search for a bit index $j$ whose expansion results in $\mathcal{K}_j^1$ and $\mathcal{K}_j^0$ that minimize the value of $\max(|\mathcal{K}_j^1|, |\mathcal{K}_j^0|)$. Finally, we replace $\mathcal{K}_j$ with $\mathcal{K}_j^1$ and $\mathcal{K}_j^0$. Example 4.1 in fact presents the result of the first iteration of this procedure; note that if bit #2 was expanded instead, the expansions
would be of size 2 and 4. The time complexity of this algorithm is \(O(nwI)\), where \(n = |\mathcal{K}|\), \(w\) is the classification width, and \(I\) is the path length.

One of PALETTE’s drawbacks is that it minimizes the maximal table size, which essentially assumes that switch capacities are equally utilized, \(c_1 = c_2 = \ldots = c_p\). Since routing decisions of packet flows are decoupled from applying policies, this assumption significantly reduces the applicability of PALETTE in practice. PALETTE’s cut-based approach uses graph-cut heuristics as a black box, and it is even harder to adjust for heterogeneous capacities.

### 4.2 One Big Switch

PALETTE not only optimizes a slightly different objective but also has fundamental limitations. First, an early decision to expand a bit propagates further to where it may be a suboptimal decision. Second, PALETTE always cuts the header space in half, which leads to worse performance when the path length is not a power of two. The **One Big Switch** (OBS) approach [6] avoids both limitations by taking a different incremental path.

The OBS algorithm also begins with a classifier \(\mathcal{K}^{(0)} = \mathcal{K}\) but constructs the splitting \(\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_I\) incrementally, one classifier at a time. At step \(i\), the algorithm chooses a subregion \(r_i\) of the header space that overlaps with at most \(c_i\) rules from \(\mathcal{K}^{(i-1)}\). These overlapping rules are put into \(\mathcal{K}_i\); if an overlap is only partial then the rule is first cut by \(r\)’s boundary. Finally, \(\mathcal{K}^{(i)}\) is constructed by taking all rules from \(\mathcal{K}^{(i-1)}\) that are not completely covered by \(r_i\) together with a special rule \((r_i, \text{nop})\) with the highest priority that guarantees that packets will not be matched more than once. Note that partially overlapping rules are present both in \(\mathcal{K}_i\) and \(\mathcal{K}^{(i)}\), which is similar to the rule duplication effect of PALETTE.

To illustrate this idea, we draw the header space in two dimensions (see Figure 1), with half of the bits shown along one axis, and the other half shown along the other axis. The classifier \(\mathcal{K}\) from Example 2.1 can be represented in this space as in Figure 1a. Each square shows the highest priority rule from \(\mathcal{K}\) that matches the corresponding header; e.g., for \(H = (1\ 0\ 1\ 1)\) the highest priority matching rules is \(R_2\) (shown in the intersection of the second row and fourth column). A possible subregion \(r_1 = (+\ *\ 1\ 1)\) for \(c_1 = 3\) is shown in bold.

The OBS algorithm chooses \(r\) to be the rectangle in this two-dimensional space that maximizes the ratio \(\frac{n_c - 1}{20}\), where \(n_c\) is the number of rules that lie inside \(r\) and \(n_{\text{ail}}\) is the number of rules that overlap with \(r\). The time complexity of the overall algorithm is \(O(n^{5}wI)\), where \(n = |\mathcal{K}|\), \(w\) is the classification width, and \(I\) is the path length. In practice, however, we will see in Section 7 that OBS is not quite as slow as one might think.

Comparing OBS and PALETTE using the classifier from Example 2.1, it may seem that OBS is inferior since it cannot fit into the required capacity: any \(r_1\) leaves four rules for the next switch. However, according to the evaluation study in [6] this is a rather rare case, and most of the time higher flexibility of OBS leads to better results, as in the example below.

**Example 4.2.** Consider a FlowSplit instance with \(c_1 = 3\), \(c_2 = 6\), and the following classifier:

<table>
<thead>
<tr>
<th>(\mathcal{K})</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_1)</td>
<td>1</td>
<td>(\ast)</td>
<td>1</td>
<td>0</td>
<td>(A_3)</td>
</tr>
<tr>
<td>(R_2)</td>
<td>0</td>
<td>(\ast)</td>
<td>1</td>
<td>0</td>
<td>(A_2)</td>
</tr>
<tr>
<td>(R_3)</td>
<td>0</td>
<td>0</td>
<td>(\ast)</td>
<td>(\ast)</td>
<td>(A_3)</td>
</tr>
<tr>
<td>(R_4)</td>
<td>(\ast)</td>
<td>(\ast)</td>
<td>1</td>
<td>1</td>
<td>(A_4)</td>
</tr>
<tr>
<td>(R_5)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(A_3)</td>
</tr>
<tr>
<td>(R_6)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>(\ast)</td>
<td>(A_5)</td>
</tr>
<tr>
<td>(R_7)</td>
<td>(\ast)</td>
<td>(\ast)</td>
<td>0</td>
<td>1</td>
<td>(A_2)</td>
</tr>
</tbody>
</table>

The pivot-based method will not satisfy the capacities, since expanding any bit gives a subclassifier with at least four rules. From the two-dimensional representation on Figure 1b we conclude that OBS can satisfy the requirements by taking \(r_1 = (1\ +\ 0\ \ast)\), which covers \(R_3\) and \(R_6\) and partially overlaps with \(R_7\). \(\mathcal{K}_2\) is left with \(R_1, R_2, R_3, R_4, R_7\), and \((r_1, \text{nop})\).

### 4.3 Boolean Minimization

The OBS is more flexible than PALETTE, but it requires the covered region to be a rectangle. We suggest an even more flexible Boolean Minimization (BM) approach that drops this requirement and allows to assign arbitrary subsets of rules to a switch, at the expense of adding more \(\text{nop}\) rules to subsequent switches.

**Example 4.3.** The classifier from Example 2.1 can be represented more efficiently than PALETTE with general \(\text{nop}\)
We have seen that OBS has higher flexibility in rule placement than Palette but cannot be extended to arbitrary bit strings. BM is not able to satisfy capacity requirements $c_1 = c_2 = 4$ since a switch with $R_3$ must also hold the other four rules to avoid spurious applications of $A_3$. Both OBS and Palette are able to find a feasible solution.

### 4.4 Incomparability of considered methods

We have seen that OBS, Palette, and BM are all incomparable in general. OBS potentially has greater flexibility than Palette but cannot be extended to arbitrary bit strings. BM has higher flexibility in rule placement than OBS and Palette but performs badly when one rule intersects too many others.

At the same time, there are limitations common to all three methods:

1. **memory expansion** due to rule duplication from expanded bits (in Palette), partially overlapping rules (in OBS), or _nop_ rules (in BM);
2. **slow running time** due to the high complexity of underlying computational problems;
3. **inability to handle dynamic fields**, i.e., fields that are changed by actions and participate in the classification process.

In the worst case, rule duplication may cause a memory increase proportional to the length of the path. Below we show such an example for Palette:

<table>
<thead>
<tr>
<th>$\mathcal{K}$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$A_4$</td>
</tr>
</tbody>
</table>

Correctness under dynamic fields is a more subtle issue. Consider the splitting $(\mathcal{K}^0, \mathcal{K}^1)$ from Example 4.1. Assume that $A_2$ sets the first bit to zero, while $A_3$ sets it to one. Let us now try to match the header (1 0 0 0):

1. (1 0 0 0) matches $R_2$ of $\mathcal{K}^0$ and changes to (0 0 0 0);
2. (0 0 0 0) matches $R_3$ of $\mathcal{K}^1$, changing back to (1 0 0 0).

Dynamic fields can result in surprising interactions of seemingly independent actions, and equivalence can be violated in ways that are very hard to detect.

In the following, we propose a novel method that avoids all the above drawbacks by actually exploiting dynamic fields.

## 5 ONE-BIT PRICE FOR SIMPLICITY

In this section, we discuss the benefits of having a single extra bit of metadata that can be set, passed between network elements, and used in classification. In particular, we show how to satisfy any switch capacities once they sum up to at least $|\mathcal{K}|$. Moreover, the transformation will remain equivalent even in the presence of dynamic fields.

To understand how a single bit of metadata helps, we consider a very naive approach to FlowSplit. For a classifier $\mathcal{K}$ and a sequence of switch capacities $c_1, c_2, \ldots, c_\ell$ such that $\sum_i c_i \geq |\mathcal{K}|$, we simply put the first (top priority) $c_1$ rules to the first switch, then next $c_2$ rules to the second switch, and so on until all rules in $\mathcal{K}$ are covered. Unfortunately, a packet can be matched twice in a way similar to Example 2.1.

The remedy for this problem is obvious: do not let a packet to be matched twice! To implement this we use an extra metadata bit, which we call _matched_, that shows whether a packet was already matched. This bit is initially set to 0 and changed to 1 on any match. We perform classification for a packet only if _matched_ is not set. Algorithm 1 (OneBit) formalizes this idea.
Example 5.1. Consider the classifier $\mathcal{K}$ from Example 2.1. The OneBit algorithm splits its rules into two classifiers $\mathcal{K}_1$ and $\mathcal{K}_2$, augmenting every non-default action of $\mathcal{K}_i$ with $\text{matched} \leftarrow 1$ and the default $\text{nop}$ action with $\text{matched} \leftarrow 0$:

<table>
<thead>
<tr>
<th>$\mathcal{K}_1$</th>
<th>$#1$</th>
<th>$#2$</th>
<th>$#3$</th>
<th>$#4$</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>$*$</td>
<td>$*$</td>
<td>$1$</td>
<td>$0$</td>
<td>$A_i$, matched $\leftarrow 1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>$1$</td>
<td>$0$</td>
<td>$*$</td>
<td>$*$</td>
<td>$A_i$, matched $\leftarrow 1$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$*$</td>
<td>$*$</td>
<td>$A_i$, matched $\leftarrow 1$</td>
</tr>
</tbody>
</table>

Note that without the matched bit the header (1 0 1 1) would be erroneously matched to both $R_2$ in $\mathcal{K}_1$ and $R_3$ in $\mathcal{K}_2$.

Instead of checking the matched bit prior to classification, we could incorporate this check into the classifier itself, similar to the normal actions of OBS and BM. But in this case we would be wasting processing cycles for packets that were already matched. One of the advantages of the matched bit approach is that it avoids these redundant efforts.

The following theorem demonstrates that OneBit operates correctly.

**Theorem 5.2.** Given a FlowSplit’s instance $(\mathcal{K}, (c_i))$ with $\sum c_i \geq |\mathcal{K}|$, the OneBit algorithm constructs, in time $O(|\mathcal{K}|)$, an $l$-splitting of $\mathcal{K}$ that remains correct in the presence of dynamic fields and has the same total number of rules $|\mathcal{K}|$.

**Proof.** Assuming $|\mathcal{K}| \gg n$, the running time is dominated by line 5 that adds rules to $\mathcal{K}_i$. Since every added rule is removed from $\mathcal{K}$ in line 10: $\mathcal{K} \rightarrow \mathcal{K}$, Lines 7 and 9 use the matched bit to make sure that no packet is matched more than once; since none of $\mathcal{K}$’s rules depend on matched, dynamic fields do not violate this guarantee. Finally, consider an arbitrary header $H$ that has been matched in $R \in \mathcal{K}$ and put into $\mathcal{K}_i$. $H$ does not match any rule $R' \prec R$; thus, due to line 3 it is not a match to any $\mathcal{K}_f$ with $f' < j$, and necessarily $H$ is matched by $R$ in $\mathcal{K}_j$.

Hence, a single matched bit allows to construct a simple heuristic for the FlowSplit problem, which (1) does not expand rules, (2) has linear time complexity, and (3) remains correct even in the presence of dynamic fields.

**6 NETWORK-WIDE POLICY SPLITTING**

The FlowSplit problem considers the splitting of a policy controlling the behavior of a single flow. On the network-wide level, there are several flows, and each has its own policy and its own forwarding path. The authors of OBS suggested in [6] the following problem for joint multi-flow splitting.

**Algorithm 1 OneBit($\mathcal{K}_c, c_1, \ldots, c_l$)**

1. Initialize $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$ to empty classifiers
2. For $i \in 1, 2, \ldots, l$
3.   Let $R_i$ be $c_i$ highest priority rules of $\mathcal{K}$
4.   For $(F, A) \in \text{sorted}(R_i, <)$ do
5.       Append $(F, [A, \text{matched} \leftarrow 1])$ to $\mathcal{K}_i$
6.   If $i = 1$ then
7.       Set default action to matched $\leftarrow 0$ in $\mathcal{K}_i$
8.   Else
9.       Make $\mathcal{K}_j$ conditioned on matched $\leftarrow 1$
10. Remove $R$ from $\mathcal{K}$
11. Return $\mathcal{K}_1, \mathcal{K}_2, \ldots, \mathcal{K}_l$

**Problem 2 (MultiFlowSplit).** Given a set of nodes $V$, node capacities $c : V \rightarrow \mathbb{N}$, and a set of $k$ path/classifier pairs $(P_i, \mathcal{K}_i)$, where $P_i$ is a sequence of vertices $(v'_1, \ldots, v'_l)$, find a capacity allocation $a : V \times [k] \rightarrow \mathbb{N}$ such that $\sum_{i=1}^{k} a(v, i) \leq c(v)$, and for each $i$ the pair $(P_i, \mathcal{K}_i)$ is a solution for FlowSplit with $\mathcal{K} = \mathcal{K}_i$ and $c_j = a(v'_j, j)$ for $j = 1, \ldots, l_i$.

The approach of OBS to solving MultiFlowSplit [6] contains three steps that are repeated iteratively:

1. estimate the total capacity $\eta_i$ required by the $i$th flow;
2. use $\eta_i$ to allocate per-path per-node capacities by solving a linear programming problem;
3. try to solve the FlowSplit problem for each flow.

If the OBS algorithm cannot solve FlowSplit for some flows on step (3), the algorithm goes back to (1), where $\eta_i$ are increased for failed flows. Unfortunately, there is no clear bound on the number of iterations.

The main reason that iterations were needed at all is that $\eta_i$ are mere estimations: the success of the OBS algorithm on each FlowSplit problem depends not only on the total capacity but also on the capacities of individual switches.

Fortunately, if we use OneBit with a similar approach, Theorem 5.2 implies that we succeed if and only if $\sum_i c_i \geq |\mathcal{K}|$. Thus, if we take $\eta_i = |\mathcal{K}_i|$ we will be able to solve MultiFlowSplit in a single iteration of steps (1)-(3), and the resulting algorithm is guaranteed to work in polynomial time.

**7 EVALUATION RESULTS**

To evaluate the proposed approaches for FlowSplit, we ran simulations on 12 classifiers from Classbench [18] generated with real parameters, each with $\approx 10K$ rules on 6 fields. In particular, we used the ACL test suite since it is a more likely example of a splittable policy. We investigated only the uniform version of FlowSplit, where all capacities are equal. Importantly, we applied the Boolean minimization procedure as described in [10] to make the comparison more fair for
those algorithms that do not use any classifier simplification internally. We used the pivot-based heuristic for PALETTE because the cut-based heuristic took too much time to complete. The code for our simulations is available at GitHub [4].

Results of our experimental evaluation are summarized in Figure 2, which shows detailed results for an ACL classifier, and Table 1, which shows other classifiers in our study; ONEBit’s overhead is not shown in Table 1 because it is always 0. In the first experiment (Fig. 2a, \( c_{\text{min}} \) column in Table 1), we investigated what is the minimal switch capacity for which an algorithm is able to accommodate the classifier, and how it depends on the path length. We computed these results with a binary search of different capacity values. We see that, as expected, ONEBit is optimal, with OBS being several times worse in some cases (e.g., acl3 and ipc2 in Table 1), and PALETTE often imposing significant overhead in terms of extra capacity. The second experiment (Fig. 2b, \( t \) in Table 1) shows the running time of different algorithms. We see that ONEBit, as expected, is several orders of magnitude faster than both PALETTE and OBS. In Table 1, we computed the runtimes on the same capacity value (the largest of minimal capacities) so that they would be comparable. The third experiment (Fig. 2c, OH in Table 1) shows the total (relative) overhead of different algorithms’ representations in terms of actual increase in the total size of the resulting classifiers. ONEBit is the optimal algorithm with zero overhead. OBS performs well in terms of this metric on the ACL classifier in Fig. 2c, but leads to a substantial overhead for several other classifiers (e.g., acl3 and fw2 in Table 1), and PALETTE is noticeably worse. Thus, evaluations support our theoretical conclusion that ONEBit is the best possible with respect to all metrics.

8 RELATED WORK

In addition to PALETTE [7] and OBS [6], there are other works that deal with application of network-wide policies; unfortunately, they do not consider switch resource constraints and as a result are of limited applicability in practice [2, 5, 21]. Other works consider the policy splitting while changing the routing [14, 15, 20]. This setting is different from PALETTE, OBS, and our approach, where routing is not affected as a result of policy splitting. Optimizing classifiers on a single switch is a well-developed line of optimizing, with numerous heuristics suggested in works such as [3, 8, 11–13, 16, 17, 19]. In this light it is interesting to explore applications of Boolean minimization methods to reduce memory requirements that we apply on input classifiers [1, 9] prior to running policy splitting methods.

9 CONCLUSION

In this work, we have studied the automatic translation of a network-wide policy to individual switch configurations. In particular, we have explored efficient implementations of the path splitting algorithm used for such translations. We show that at the price of a single bit per packet the intractable combinatorial problem previously considered in [6, 7] can be solved optimally in linear time.
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Table 1: Experimental results on ClassBench classifiers with path length \( l = 10 \): min capacity \( c_{\text{min}} \), overhead \( \text{OH} \), and runtime \( t \).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>( c_{\text{min}} )</th>
<th>( \text{OH} )</th>
<th>( t )</th>
<th>( c_{\text{min}} )</th>
<th>( \text{OH} )</th>
<th>( t )</th>
<th>( c_{\text{min}} )</th>
<th>( \text{OH} )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>acl1</td>
<td>9928</td>
<td>2.66</td>
<td>0.64</td>
<td>1030</td>
<td>3.49</td>
<td>11.03</td>
<td>997</td>
<td>0.63</td>
<td>899</td>
</tr>
<tr>
<td>acl2</td>
<td>7433</td>
<td>47.50</td>
<td>0.54</td>
<td>1214</td>
<td>60.85</td>
<td>105.81</td>
<td>746</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>acl3</td>
<td>9149</td>
<td>123.49</td>
<td>0.63</td>
<td>2687</td>
<td>157.15</td>
<td>1638.02</td>
<td>910</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>acl4</td>
<td>8059</td>
<td>98.52</td>
<td>0.59</td>
<td>1706</td>
<td>106.82</td>
<td>434.41</td>
<td>809</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>acl5</td>
<td>9072</td>
<td>2265</td>
<td>0.63</td>
<td>912</td>
<td>0.20</td>
<td>2.60</td>
<td>910</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>fw1</td>
<td>8902</td>
<td>3776</td>
<td>0.67</td>
<td>2423</td>
<td>159.35</td>
<td>80.42</td>
<td>891</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>fw2</td>
<td>9968</td>
<td>4308</td>
<td>0.70</td>
<td>2688</td>
<td>250.71</td>
<td>651.36</td>
<td>997</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>fw3</td>
<td>8029</td>
<td>3077</td>
<td>0.59</td>
<td>2818</td>
<td>243.77</td>
<td>433.64</td>
<td>804</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>fw4</td>
<td>2633</td>
<td>1196</td>
<td>0.31</td>
<td>800</td>
<td>192.10</td>
<td>31.63</td>
<td>268</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>fw5</td>
<td>8136</td>
<td>2651</td>
<td>0.58</td>
<td>1780</td>
<td>113.03</td>
<td>62.38</td>
<td>814</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>ipc1</td>
<td>8338</td>
<td>2260</td>
<td>0.52</td>
<td>1088</td>
<td>29.89</td>
<td>42.49</td>
<td>837</td>
<td>10.50</td>
<td>950</td>
</tr>
<tr>
<td>ipc2</td>
<td>10000</td>
<td>4348</td>
<td>0.67</td>
<td>2406</td>
<td>111.51</td>
<td>300.37</td>
<td>1002</td>
<td>10.50</td>
<td>950</td>
</tr>
</tbody>
</table>
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Abstract—Cloud computing allows on demand elastic service scaling. The capability of a service to predict resource requirements for the next operational period defines how well it will exploit the elasticity of cloud computing in order to reduce operational costs. In this work, we consider a capacity planning process for service scale-out as an online pricing model. In particular, we study the impact of buffering service requests on revenues in various settings with allocation and maintenance costs. In addition, we analyze the incurred latency implied by buffering service requests. We believe that our insights will allow to significantly simplify predictions and mitigate the unknowns of future demands on resources.

I. INTRODUCTION AND MOTIVATION

One of the biggest advantages of cloud service platforms such as Amazon EC2, Microsoft Azure, and IBM Smart Cloud Enterprise is the elastic usage of resources that can be translated into greater flexibility. This elasticity allows to reduce operational costs of implemented services. However, to exploit the elasticity of resource allocation, capacity planning should be as precise as possible: for instance, in scale-in/out of implemented services any significant difference between required and planned resources leads either to extra operational costs in case of over-provisioning or to missed revenues for rejected service requests in case of under-provisioning.

Since different types of resources (memory, bandwidth, processing power etc.) need to be allocated with different resolutions, we consider virtual resource units. To make operational settings more real, we assume that every resource unit has maintenance and allocation costs, there is an upper bound on the number of simultaneously allocated resources, every service request requires one virtual resource unit, and service requests are independent. We do not presume any specific distribution or pattern in the arriving stream; arrivals can be adversarial. In this environment, resource capacity planning for the next operational period becomes very complicated and interesting problem. Unlike other objectives such as average response time, latency, etc., where average case analysis is preferable, worst case guarantees become extremely important in economic settings: average case guarantees may need a long run of operation to be actually realized, and negative revenues may occur in intermediate points of operation, a loss that often cannot be afforded by service providers.

Our Contributions: In this work, we explore the effect of delaying service requests on revenues in various settings. There is a fundamental tradeoff between the ability to delay service requests in time (giving a better opportunity for capacity planning) and potentially missed opportunities to service requests if resource units available at a given time are limited. Delaying service requests may introduce additional latency, and a resource management policy can heavily depend on relations between allocation and maintenance costs. We study these effects in detail and propose efficient online policies with worst case performance guarantees. In our analytic study, we use competitive analysis that compares the performance of an online policy with an optimal clairvoyant offline algorithm [1]. We also supplement our theoretical results with a comprehensive simulation study.

This paper is organized as follows. In Section II, we summarize related work, covering three different existing approaches to auto-scaling. Section III introduces two discrete time models, with and without service requests deadlines, and the desired objectives. Section IV shows the simplest policies that do not have a buffer (or, equivalently, deal with urgent jobs that cannot be delayed). In Section V, we provide a comprehensive theoretical study of policies with buffers, showing a general lower bound and introducing two new online policies. Section VI shows results on the latency (both maximal and average) of the proposed online policies. In Section VII we consider an updated model, where latency constraints are embedded on the model level. The proposed policies are evaluated in Section VIII. We conclude with Section IX.

II. RELATED WORK

There is a long prior art that considers buffer management policies in various settings [2], [3]. For a single queue architecture, throughput maximization is considered in [4], [5], [6], [7], [8]. More complex buffering architectures are considered in [9], [10], [11], [12], [13], [14]. A recent survey [15] classifies auto-scaling techniques into several major categories: static policies, threshold-based policies, reinforcement learning, control theory, and time-series analysis. This classification can be viewed in terms of three major research lines. The
first line deals with reactive mechanisms that do not try to anticipate future needs. A decision to increase or decrease capacity is based on the arrival patterns during last time slots (or values of other important variables). There is a long line of research that deals with benchmarking frameworks that assist in the evaluation of resources in cloud systems for service auto-scaling, either micro-architecturally [16], [17], [18] or at the system level [19], [20], [21], [22], [23]. Second, Amazon AWS AutoScaling and other cloud service brokers such as RightScale and Enstrautus implement rule-based auto-scaling. These mechanisms are applicable when service providers understand their resource demands. In this case service providers are responsible for defining reasonable scaling rules, and auto-scaling without explicit user intervention is hard. Naturally, there have been works that attempt to predict future resource requirements based on historical data of resource usage; usually, some machine learning model is trained on historical data and used to predict future loads, making auto-scaling decisions based on its predictions; to predict workload, researchers have used both nonparametric techniques [24], [25] and supervised learning methods such as neural networks and linear regression [26]. The works [27], [28], [29] attempt to predict patterns of service requests. Finally, one can take a hybrid path; for instance, the work [30] proposed a hybrid scaling technique where scaling up is done based on reactive rules while a supervised learning is used to scale down. [28] presented an online resource demand prediction model that achieves adaptive resource allocation. Cloud computing economics are considered in [31], [32], [33]. To represent leasing, the parking permit problem was introduced in [34], with [35] presenting the leasing model more generally for many infrastructure problems such as facility location and set cover. To our best knowledge, no related work has considered the economic effect of delaying service requests.

III. MODEL DESCRIPTION

We assume that time is slotted, and deploying a service for every request requires one unit of allocated resource per time slot. Note that a unit of virtual resource is defined by the implemented service (e.g., a service request has specific bandwidth requirements). Each resource unit has allocation cost $\alpha$ (including deallocation costs) and maintenance cost $\beta$ per time slot. Each request has an intrinsic value gained by the service if the service request is serviced by an available allocated resource unit. In most cases, the behavior of an allocation process can be formulated as a pricing model, when the processing capacity of the system has a possibility to buffer at most $\delta B$ requests, $\delta > 0$. We will see that these properties allow for efficient allocation policies and at the same time let us simplify predictions significantly. We call this model Bufferless Heterogeneous values (BLH), with the corresponding uniform version Buffered with Uniform values (BU), and consider it in Section V.

Finally, in the last model we assume that each incoming request $i$ in addition to value has a deadline $d(i)$ ($d(i) \geq 1$). A request $i$ that arrived at timeslot $t$ will be automatically dropped at the end of timeslot $t + d(i)$. In this model the latency constraints are embedded and not a property of specific algorithms as before. We call this model Bounded Delay (BD) and consider it in Section VII.

IV. BUFFERLESS ALLOCATION

In the bufferless model BLH, it is impossible to postpone servicing, so the maximal number of serviced requests equals the number of resource units allocated at the end of the previous time slot. The next theorem demonstrates that in the BLH model, online algorithms are non-competitive.

**Theorem 1.** If $\alpha < 1 - \beta$, then in the BLH model any deterministic online allocation policy is non-competitive.

**Proof.** Consider an arbitrary online deterministic algorithm A. Assume that A allocates $m$ resource units at the first time slot. Then $km$ service requests arrive at the first time slot, and A’s
revenue is at most \( m(1-\alpha-\beta) \), while OPT’s is \( km(1-\alpha-\beta) \) if it allocates \( km \) resource units for the first time slot, and the sequence can be repeated. Thus, the competitive ratio is \( \geq k \) for an arbitrary \( k \).

To avoid the rather trivial obstacle of Theorem 1, we could try to impose a natural constraint: suppose that the maximal number of resource units that can be allocated at a given time slot is bounded by \( B \), which is also an input to the algorithm. We call the resulting model \textit{Bounded Bufferless with Heterogeneous Values} (BBLH). Unfortunately, even under the BBLH constraint a similar adversarial sequence still works.

**Theorem 2.** If \( \alpha < 1 - \beta \), then in the BBLH model any deterministic online allocation policy is non-competitive.

**Proof.** Consider an arbitrary online deterministic algorithm \( A \). Let \( k = \sqrt{B/\beta} \), i.e., \( B = k^2/\beta \). On the first time slot, if \( A \) allocates \( \geq k/\beta \) resource units and no requests arrive, \( A \) spends \( \geq \beta k/\beta = k \), while OPT allocates nothing and pays zero. Otherwise, if \( A \) allocates less than \( k/\beta \) resource units and there arrive \( B \) requests, its revenue is at most \( k/\beta(1-\alpha-\beta) \), while if OPT allocates \( B \) resource units, its revenue is \( B(1-\alpha-\beta) \), and the competitive ratio is at least \( k \), which is arbitrary large.

Note that the maximal number of allocated resource units is expected to be high because higher number of resource units means, in general, more requests serviced and larger revenue. Taking \( B \) as an input to the algorithm, we are able to provide guarantees independent of this large number.

V. BUFFERED ALLOCATION

A. General lower bound

In the previous section, we have shown that without a buffer we get high competitive ratios even with limited number of allocated resource units. Unfortunately, the BU model still does not allow us to build optimal online algorithms.

**Theorem 3.** If \( \alpha < 1 - \beta \), then in the BU model every online algorithm is at least \( 1 + \frac{1}{2} \left( \frac{1 - \alpha}{1 - \beta} \right) \) competitive.

**Proof.** First, note that no competitive deterministic online algorithm \( A \) allocates resource units if no requests have arrived, or at least does so finitely many times, because otherwise it will process the empty input sequence with an arbitrarily low (negative) objective function. Let \( t_0 \) be the first time slot when \( A \) allocates no resource units, with no requests arriving before \( t_0 \). Then consider the following sequence: at time slot \( t_0 \) there arrive \( (1+\delta)B \) unit-valued requests. OPT predicts \( B \) machines at time slot \( t_0 - 1 \) and thus immediately runs \( B \) requests at time slot \( t_0 \); the \( \delta B \) requests are stored in the buffer to service them on the next time slot. Now OPT’s revenue is at least \( B(1+\delta)(1-\beta) - Bo \). On the other hand, \( A \) is able to service at most \( \delta B \) requests, and its revenue is no more than \( \delta B(1-\beta) \). Thus, the resulting competitive ratio is \( \frac{B(1+\delta)(1-\beta) - Bo}{\delta B(1-\beta)} = 1 + \frac{1}{2} \left( \frac{1 - \alpha}{1 - \beta} \right) \), as needed.

B. Next round allocation policy

Now we present the first of the two allocation policies that we study in this work in detail. This policy, NRAP, simply predicts as many resource units for the next time slot as there are service requests currently residing in the buffer.

**Definition V.1.** The Next Round Allocation Policy (NRAP):

- accepts incoming requests as long as there is room in the buffer;
- pushes out the lowest valued request in the buffer by a higher valued arrival;
- predicts \( k \) resource units for the next time slot if there are \( k \) requests in the buffer by the end of a time slot;
- services either requests from the previous timeslot or those that pushed them out.

Fig. 2 shows sample NRAP operation over three time slots with buffer size 4; gradient shading shows dropped service requests; gray, requests that will be processed on the current time slot. Note that while NRAP by definition does not spend extra resources, it can drop many incoming requests and spend a lot on (de)allocation. On the other hand, NRAP is simple, has low memory requirements, and, as the next theorem shows, has constant competitive ratio for some values of \( \beta \) and \( \alpha \).

**Theorem 4.** If \( \alpha < 1 - \beta \), then NRAP is at most \( 2 \left( 1 + \frac{\alpha}{1 - \beta} \right) \) competitive.

**Proof.** For any incoming sequence, we map every request serviced by OPT to a request serviced by NRAP in such a way that the value of the image is no less than the value
of its preimages, and at most two requests accepted by OPT are mapped to every request serviced by NRAP. OPT never pushes requests out, so “accepted by OPT” is equivalent to “serviced by OPT”. To see that this mapping will imply the necessary bound, note that for each request of value \( v \) accepted (and later serviced) by OPT, OPT gets revenue at most \( v - \beta \). By the mapping, there also exists a request with value \( v' \geq v \) serviced by NRAP with revenue at least \( v' - \beta - \alpha \geq v - \beta - \alpha \). Half of this revenue corresponds to \( j \). Hence, for each request we have the ratio of \( \frac{v - \beta}{\frac{v - \beta - \alpha}{1 - \alpha - \beta}} \leq \left( \frac{1}{\frac{v - \beta - \alpha}{1 - \alpha - \beta}} \right) / 2 \).

Next we show the mapping itself. It preserves the following invariant: the preimage of each request in the buffer at the beginning of a timeslot has size one. Consider the buffer state after arrival. Due to push-out, the \( i \)th highest valued request in NRAP’s buffer has value no less than the \( i \)th highest valued request admitted by OPT, and we map these requests one to one. Some requests in NRAP’s buffer that had another request mapped to them before arrival could be pushed out; in this case, we map their preimages to those requests that pushed them out. Requests with preimage of size two are exactly those that will be processed in the processing phase.

This is an impressive result, given the simplicity of the policy, but, unfortunately, this upper bound can be arbitrarily high in case \( \alpha \approx 1 \) and \( \beta \approx 0 \), because NRAP has to pay allocation cost for each processed request and thus cannot profit from it.

**Theorem 5.** Assume that \( \alpha < 1 - \beta \). Then in the BU model NRAP is \( 2 + \frac{\alpha}{1 - \alpha - \beta} \)-competitive.

**Proof.** Consider the following sequence: on the first and second time slots, there arrive \( B \) requests. NRAP drops the second burst of \( B \) requests, with total revenue \( B(1 - \beta - \alpha) \). OPT could predict \( B \) resource units for both timeslots with total revenue \( 2B(1 - \beta) - B\alpha \), getting the bound.

Although NRAP is nearly optimal when the arrival pattern is uniform and has acceptable competitiveness when allocation cost is low, the policy still has a major drawback: it always allocates a resource unit to service a single request and never reuses computational resources. This makes NRAP lose its competitiveness guarantees when allocation cost is high.

C. Amortizing Allocation Policy

Here we propose a different strategy that tries to avoid NRAP’s limitations by amortizing allocation costs across several requests, performing well for high allocation costs. We denote by \( \text{PreAssigned}(v) \) the subset of requests in the buffer preassigned to an allocated resource unit \( v \).

**Definition V.2.** Upon arrival of \( k \) requests, the Amortizing Allocation Policy \( \rho \)-AAP with parameter \( \rho > 1 \):

- accepts incoming requests as long as the remaining buffer capacity plus the number of allocated resource units is more than \( B - \left( \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil \right) / (\left\lceil \frac{\rho \alpha}{1 - \beta} \rceil + 1 - \left\lfloor \frac{\rho \alpha}{1 - \beta} \right\rfloor) \) (we assume it to be a positive integer for simplicity); only requests accepted on the current time slot can be pushed out.

![Fig. 3. Sample operation of the \( \rho \)-AAP algorithm.](image)

- while the total value of non-preassigned requests residing in the buffer (those that do not belong to any \( \text{PreAssigned}(v) \)) is at least \( \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil \), repeats:
  - predict an additional resource unit \( v' \) to be needed for the next time slot;
  - move as few as possible non-preassigned requests with total value at least \( \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil \) to \( \text{PreAssigned}(v') \);
- then predicts for each resource unit \( v \) such that \( \text{PreAssigned}(v) \neq \emptyset \) \( \rho \)-AAP that it will need \( v \) for the next time slot; every allocated resource unit with \( \text{PreAssigned}(v) = \emptyset \) is deallocated.

Figure 3 shows the sample operation of the \( \rho \)-AAP algorithm for buffer size 7 with \( \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil = 2 \). In all columns except the first, each row represents either an allocated resource unit \( v \) (shown with its index in the last two columns) together with its corresponding \( \text{PreAssigned}(v) \) (second and third columns) or a set of non-preassigned requests. In the first timeslot, three requests arrive, two of them get a resource unit, and the last one remains non-preassigned (since the AAP threshold is 2 in this example). On the last timeslot, resource unit 1 has processed its queue entirely and is deallocated. The next theorem provides an upper bound for the \( \rho \)-AAP competitiveness; note how \( \alpha \) no longer appears in the denominator.

**Theorem 6.** For \( \alpha \geq (1 - \beta) \), \( \rho \)-AAP with an increased buffer of size \( B + \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil \) has competitive ratio at most \( A_{\rho-1}(\left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil + 1) \) against the optimal algorithm OPT with a buffer of size \( B \).

**Proof.** We denote \( c = \left\lceil \frac{\rho \alpha}{1 - \beta} \right\rceil \). Note that requests are preassigned to a resource unit in batches, with total value of a batch at least \( c \). We get at least \( c - \beta n - \alpha \) from servicing those requests, where \( n \) the number of requests in a batch. Note that \( n \leq c \), so revenue per value unit is at least \( \frac{c - \beta n - \alpha}{c} \).

Next, assume that the number of preassigned requests is \( m \). Then the servicing capacity is at least \( m/c \), and there may
be admitted at least $B \left(\frac{\rho_\alpha}{1-\beta} + 1\right) - m \left(1 - \frac{1}{c}\right)$ requests. Since $m \leq B \left(\frac{\rho_\alpha}{1-\beta} + 1\right)$ (by the first step of the algorithm), we have a lower bound on this value as at least $B \left(\frac{\rho_\alpha}{1-\beta} + 1\right)$.

This means that $\rho$-AAP takes at least $1/(\left(\frac{\rho_\alpha}{1-\beta} + 1\right))$ fraction of total value admitted by OPT due to push-outs. Suppose now that OPT accepts and services $L$ requests in total. Obviously, its revenue is at most $L(1-\beta)$. Now we can bound from below the number of requests serviced by $\delta$-AAP as $L/(\left(\frac{\rho_\alpha}{1-\beta} + 1\right))$, and the above remark gives us $\rho$-AAP's revenue as at least $L(1-\beta)/(\left(\frac{\rho_\alpha}{1-\beta} + 1\right))$. This results in an upper bound on the competitive ratio as $\frac{1}{\rho_\alpha}(\left(\frac{\rho_\alpha}{1-\beta} + 1\right))$. Since there may be some “tail” requests never serviced by $\rho$-AAP (less than $c$ of them), we have non-strict competitiveness.

We finish this section with a matching lower bound for the $\rho$-AAP (up to a factor of $\rho/(\rho-1)$).

**Theorem 7.** In the BU model the $\rho$-AAP algorithm with an increased buffer of size $B + \left(\frac{\rho_\alpha}{1-\beta}\right)$ is at least $\left(\frac{\rho_\alpha}{1-\beta}\right)$-competitive against OPT with a buffer of size $B$.

**Proof.** Consider a long sequence of $B$ requests per time slot, which OPT services with $B$ resource units. Since $\rho$-AAP never predicts more than $B/(\left(\frac{\rho_\alpha}{1-\beta} + 1\right))$ resource units, the competitive ratio follows.

**VI. LATENCY CONSIDERATIONS**

**A. Worst-case analysis**

For a given service request $i$ accepted at time slot $t_a$ and processed at time slot $t_p$, its latency is $\text{lat}(i) = t_p - t_a$. The latency of an algorithm $A$ is defined as $\text{lat}(A) = \sup_{\mathcal{J}} \max_i \text{lat}(i)$, where $\mathcal{J}$ is an input sequence and $i$ is any request from $\mathcal{J}$ serviced by $A$. If no requests have arrived we set $\max_i \text{lat}(i) = 0$. The goal is to minimize $\text{lat}(A)$ while keeping the competitive ratio low. First, note that $\rho$-AAP is very good when it comes to latency: every accepted request is immediately processed or pushed out in the next time slot.

**Theorem 8.** In the BH model $\text{lat}(\rho$-AAP$) = 1$.

Unfortunately, since $\rho$-AAP waits to process packets, its latency becomes arbitrarily high in the general BH model, so we make an additional assumption that at least one request arrives on each time slot in the sequence from first to last; previous theorems obviously hold in this case. Under this restriction, we modify $\rho$-AAP to minimize maximal latency.

**Definition VI.1.** The algorithm $\rho$-AAPm (modified $\rho$-AAP) behaves exactly like $\rho$-AAPm, but if no requests arrive at a given time slot then $\rho$-AAPm immediately drops all non-possessed packets from its buffer.

This modification lets us compute the latency of $\rho$-AAP.

**Theorem 9.** If at least one request arrives on each time slot, $\text{lat}(\rho$-AAPm$) = \left(\frac{\rho_\alpha}{1-\beta}\right)$.

**Proof.** Assume that before a request arrives there are at least $k$ non-possessed requests. Then we need to wait at most $\left(\frac{\rho_\alpha}{1-\beta}\right) - k$ time slots before enough requests are collected and a resource unit is allocated (or the request sequence ends).

Next, due to FIFO order, this request waits for $k+1$ time slots until it is finally processed. Adding up these delays, we get the bound. It is easy to check that if exactly one request arrives per time slot then the bound is realized.

**B. Average-case analysis**

While it is important to have worst-case guarantees for processing latency, the average case is also important, providing better guarantees for most requests while perhaps tolerating high latency for a small fraction. For an algorithm $A$, we define the average latency as $\text{lat}_{\text{avg}}(A) = \sup_{\mathcal{J}} \frac{\sum_{i \in \mathcal{J}} \text{lat}(i)}{|\mathcal{J}|}$, where $\mathcal{J}$ is an incoming sequence of requests.

$\rho$-AAP is still straightforward to analyze, and we can also bound the average latency for $\rho$-AAPm.

**Theorem 10.** In the BH model, $\text{lat}_{\text{avg}}(\rho$-AAP$) = 1$.

**Theorem 11.** If at least one request arrives on each time slot, $\text{lat}_{\text{avg}}(\rho$-AAPm$) \geq \frac{1}{2} \left(\frac{\rho_\alpha}{1-\beta}\right) + \frac{1}{2}$.

**Proof.** Consider $\left(\frac{\rho_\alpha}{1-\beta}\right)$ service requests assigned to the same resource unit. If a request $j$ is the $i$th to be processed among them, then $\text{lat}(j) \geq i$. Summing over $i$ and dividing by $\left(\frac{\rho_\alpha}{1-\beta}\right)$, we get average latency $\frac{1+2+\ldots+\left(\frac{\rho_\alpha}{1-\beta}\right)}{\left(\frac{\rho_\alpha}{1-\beta}\right)} = \frac{1}{2} \left(\frac{\rho_\alpha}{1-\beta}\right) + \frac{1}{2}$. It remains to note that the average over a set is no less than the minimum average among a partition of this set.

**VII. BOUNDED-DELAY ALLOCATION**

In the previous section, incoming requests had only a value characteristic, and the incurred latency was a property of specific algorithms. In this case we were able to estimate upper bounds for maximum and average delays that a request may experience. Here, we consider the Bounded Delay model, where the latency constraints are embedded on the model level: packets have both value and allowed delay.

**A. General lower bound**

Our first result shows that this model is very different from BH and BU: it is now impossible to find an online algorithm with good competitiveness if $\alpha + \beta > 1$ (in the BH model $\rho$-AAP had an upper bound on competitiveness independent of $B$).

**Theorem 12.** If $\alpha + \beta > 1$, then any online algorithm is non-competitive in the BD model. The statement still holds even if all values and delays are equal to one.

**Proof.** Assume that we have some $c$-competitive online algorithm $A$. Since $A$ is competitive then there is some lower bound $I$ (possibly negative) on its revenue. We will build an adversarial sequence of arrivals in such a way, that $A$’s revenue is non-positive, while OPT’s revenue can be arbitrary high.

Now, if $A$ has no resource units allocated for a timeslot then there arrives a single request $i$ with $d(i) = 1$ and $v(i) = 1$, otherwise no requests arrive. First, note that every resource unit allocated by $A$ processes at most one request...
(the one that arrived on the timeslot immediately before its allocation). Since $1 - \alpha - \beta < 0$, it means that every time A allocates a resource unit it pays, and since A’s revenue is bounded from below, A allocates only a finite number of resource units. Hence, after some timeslot $T$ the sequence has a request arriving on each time slot. Requests arriving after $T$ may be processed by OPT with a single resource unit, getting an arbitrarily high revenue (allocation cost $\alpha$ becomes negligible). Since A’s revenue is non-positive and OPT’s may be arbitrarily high, A is in fact non-competitive.

Having proved the theorem, in the following we assume $\alpha + \beta < 1$. Note that the lower bound implies that there is no way to get more than a constant factor advantage of processing multiple requests by a single request unit.

B. Unbounded resources

Again, we begin with a default setting with no upper bound on the number of allocated resource units (BD model). Again, we are able to show a general lower bound.

**Theorem 13.** If $\alpha + \beta < 1$, then in the BD model every online algorithm is at least $\left(1 + \frac{1}{\alpha + \beta - 1}\right)$-competitive.

**Proof.** Consider an arbitrary competitive online algorithm A; again, if no packets arrive then there is some timeslot $t$ for which A has not allocated any resource units. Then the adversarial sequence has no requests until $t$ and then on timeslot $t$ two requests with unit delay and value arrive. A clearly is unable to gain more than $2(1 - \beta - \alpha)$, since after timeslot $t + 1$ all requests will be dropped, and at time $t$ A has no resource units. OPT, in turn, can predict a single resource unit on timeslot $(t - 1)$ and process both requests on this resource unit, getting revenue $(2 - 2\beta - \alpha)$, as needed.

On the positive side, NRAP can be adapted for the BD settings in such a way that its competitiveness is at most a constant factor away from the global lower bound. To achieve this, we assume that NRAP: (1) predicts the number of allocated resource units for the next timeslot equal to the number of requests arrived on this timeslot, and (2) processes exactly those requests that arrived on the previous timeslot.

**Theorem 14.** If $\alpha + \beta < 1$, then in the BD model NRAP is at most $\left(1 + \frac{1}{\alpha + \beta - 1}\right)$-competitive.

**Proof.** Every arriving request will be processed by NRAP on the next time slot with a revenue at least $(1 - \beta - \alpha)$. If the total number of arrived requests is $L$, then NRAP’s total revenue is no less than $L(1 - \beta - \alpha)$, while OPT’s revenue is clearly no more than $L(1 - \beta)$.

C. Bounded resources

We now bound the number of simultaneously allocated resource units by $B$ and call it the Limited Bounded Delay (LBD) model. Interestingly, in this case competitiveness becomes provably worse. The problem is that with limited resources available for allocation over a given time period, if an algorithm fails to predict the needed resource units at the start of the period, it cannot compensate by allocating more in the future; the optimal algorithm always predicts correctly.

**Theorem 15.** If $\alpha + \beta < 1$, then in the LBD model any online algorithm is at least $(2 + \frac{\alpha + \beta}{1 - \beta - \alpha})$-competitive.

**Proof.** Again, for a competitive algorithm there exists a time slot $t$ when it allocates no resources. At time $t$, there arrive $2B$ requests with unit delay and value. Again, similar to Theorem 13, A is unable to process more than $B$ requests on the next time slot (the maximal number of resource units is $B$, so A’s total revenue is at most $B(1 - \beta - \alpha)$. OPT predicts $B$ resource units for timeslot $t$ and processes $2B$ requests by the end of timeslot $t + 1$ with revenue $2B(1 - \beta - \alpha/2)$.

NRAP’s performance remains close to the absolute bound.

**Theorem 16.** If $\alpha + \beta < 1$, then in the LBD model NRAP is at most $3(1 + \frac{\alpha + \beta}{1 - \beta - \alpha})$-competitive.

**Proof.** Consider an arbitrary sequence of requests $\sigma$. Let $O$ be the set of requests processed by OPT; $N$, by NRAP. To prove the bound we map requests from $O \setminus N$ to requests in $N$ in such a way that the preimage of every request $i \in N$ is of size at most 2 and the value of each request in the preimage is at most $v(i)$. If we can construct this mapping, the claim follows since $\sum_{i \in O \setminus N} v(i) \leq 2 \sum_{i \in N} v(i)$, so $\sum_{i \in O} v(i) \leq 2 \sum_{i \in N} v(i)$.

Because OPT pays at least $\beta$ for each processed request and NRAP pays at most $\beta + \alpha$, the competitive ratio is at most

$$\frac{3\sigma - \beta |O|}{\sigma - (\alpha + \beta) |I|} \leq \frac{3\beta |I| - |O|}{\sigma - (\alpha + \beta) |I|} \leq \frac{3(\beta + \alpha)}{1 - \alpha - \beta}$$

since $\sigma \geq |I|$, where $\sigma = \sum v(i)$.

For the mapping, we subdivide $O \setminus N$ into two disjoint subsets: $D$ with requests served on the time slot when their deadline expires and all other requests $O \setminus D$. We will map each subset injectively to $N$. Assume that a request $i \in O \setminus D$ is processed by OPT on timeslot $t$; then it remains alive on timeslot $t + 1$ because $t$ is not $i$’s deadline. We map i to any request $i'$ processed by NRAP on timeslot $t + 1$ that has no requests mapped to it; it is possible because at least as many resource units are allocated for timeslot $t + 1$ as requests from $O \setminus D$ processed on timeslot $t$. Moreover, $v(i) \geq v(i')$ because otherwise i would be processed instead of $i'$. Next, assume that a request $j \in D$ is processed by OPT on timeslot $t$. Since $j$’s deadline is $t$, it was alive at time $t - 1$, and following the same logic we map it to a request processed by NRAP on timeslot $t$. Since mappings from both $D$ and $O \setminus D$ are injective, in their combination every preimage is of size at most 2.

**Theorem 17.** If $\alpha + \beta < 1$, then in the LBD model NRAP is at least $3$-competitive.

**Proof.** As always, we present an adversarial sequence. Fix $V > 1$; on timeslot $t = 0$, there arrive $2B$ requests with delay 1 and value $(V - 1)$ and $B$ requests with delay 2 and value $V$. It is easy to see that NRAP processes $B$ requests with value $V$ (on timeslot $t = 1$), while OPT is able to process all $3B$ requests, getting competitive ratio $3 - 1/V$ for arbitrary $V$. 


 VIII. SIMULATIONS

A. Experimental Setting

To validate our theoretical results, we have conducted an extensive simulation study. It would be valuable to test the policies on real life traces, but unfortunately we have no access to real life datasets for resource demands. In addition, interesting interrelations between delaying service requests and allocation/maintenance costs are difficult to cover. Therefore, we have decided to test our algorithms on synthetic traces in a series of four experiments; two of them study how the objective function (total transmitted value less the cost of resource unit maintenance and allocation) depends on buffer size $B$ and resource allocation cost $\alpha$ in the BH model, the third considers average latency among processed service requests, and the fourth adds delays in the BD model.

Note that the actual optimal algorithm in our model has prohibitive computational cost even if we assume that the optimal algorithm is clairvoyant: for $\alpha > 0$ it is a hard optimization problem to find the optimal sequence of (de)allocations. Therefore, as OPT we simply use the maximal objective function that can be generated, i.e., a clairvoyant algorithm that exactly predicts the need for capacity at the next turn and, moreover, gets to increase its capacity for free. Apart from OPT, NRAP, and three different versions of $\rho$-AAP for $\rho = 1.5$, $2.0$, and $2.5$, we have also added for comparison three other algorithms: ConSt5 simply always allocates 5 resource units, while Avg50 and Median50 use as their prediction the average and median value of buffer occupancy over the last 50 time slots (a value chosen by experimental cross-validation).

To generate traffic, we have, again lacking real life information regarding job distribution, followed the ideas of network traffic simulation for simulating incoming jobs. Network traffic has a long-tail distribution due to its bursty nature; it has long-range dependencies [36] that are not always perfectly captured by Poisson models [37]. Mathematical models for simulating long-tail traffic include Markov-modulated Poisson processes [38], [39] and fractional Brownian motion [40]; here, we use the Poisson Pareto burst process (PPBP), a recent successful traffic model [41], [42]. In PPBP, traffic is modeled with multiple overlapping bursts whose lengths conform to a Pareto (long-tail) distribution. We use PPBP to model the stream of incoming jobs, drawing each job’s value from a Zipf distribution.

B. Objective function in the BH model

Figure 4 shows the results of our experiments for variable $B$; in the figure, the top row (Fig. 4, (1)-(3)) deals with the case of uniform values, and the bottom row (Fig. 4, (4)-(6)) adds values into consideration. The figures show that in our experiments, the proposed algorithms, NRAP and $\rho$-AAP, start by losing to the benchmark algorithms Avg50 and Median50 for small values of $B$ but then overcome them as $B$ grows, approaching 1 much faster than the algorithms whose predictions are based on average values. This effect is clearly visible for both uniform and variable values (Fig. 4, (1) and (4)), and it becomes even more pronounced as the input stream intensity increases, increasing congestion (Fig. 4, (3) and (6)). However, for larger values of the allocation cost $\alpha$ (Fig. 4, (2) and (5), where $\alpha = 1.0$) the proposed algorithms lose to the benchmark ones. For NRAP, this is simply due to the fact that it allocates and deallocates resources very unevenly on every time slot, spending a lot on new allocations. For $\rho$-AAP, this is due to the fact that as $\alpha$ grows, the algorithm becomes more cautious, its allocation threshold grows, and therefore it allocates fewer cores out of the available set. We explore this effect in more detail in the next set of simulations.

In the second set of simulations (Fig. 5), we studied how the objective function changes with $\alpha$: uniform values in the top row (Fig. 5, (1)-(3)) and variable values in the bottom row (Fig. 5, (4)-(6)). We see the same effect: both NRAP and $\rho$-AAP begin to lose to Avg and Median as $\alpha$ grows; for extreme values of $\alpha$ they even drop below the simplest benchmark algorithm, ConSt5.

C. Latency in the BH model

Finally, in the last set of simulations (shown on Figure 6) we study the average latency among processed service requests. There is no need to distinguish between uniform and heterogeneous values here since the value does not influence our objective function. The top row of graphs (Fig. 6, (1)-(3)) shows how latency changes as $B$ grows. We see that the average latency of Const, Avg, and Median grows virtually linearly with $B$. As expected for small $\alpha$, the average latency of $\rho$-AAP for all three considered values of $\rho$ is virtually indistinguishable from 1, so for larger $B$ the latency of Avg and Median grows significantly larger than that of $\rho$-AAP. The most interesting behaviour is exhibited by NARP: at first its latency decreases, reflecting the increasing processing power, but then it begins to increase due to the increased usage of the buffer. Still, its latency remains safely below the average latency of all other considered algorithms and approaches 1 from below as $B$ grows. The bottom row of graphs (Fig. 5, (4)-(6)) shows the average latency as $\alpha$ grows. As expected, no algorithms except $\rho$-AAP care for $\alpha$ at all, and $\rho$-AAP’s latency begins to grow for $\alpha > 1$ and further due to the effect explained above.

D. The BD model

Figure 7 shows how the algorithms behave in the BD model, with delays chosen according to a Zipf distribution. Note that in this model, a packet has two characteristics so the priority queue which is at the heart of every policy can come with two different priorities, sorting packets either first by slack and then by values (denoted with suffix S) or first by value and then by slack (denoted with suffix V). The results are very similar to the BH model; note, however, that algorithms that sort first by value consistently and significantly outperform their slack-prefering counterparts.
Service providers operational environments introduce a fundamental tradeoff: between resource over-provisioning and missed service requests. In this work, we have studied the effects of delaying service requests to maximize revenues of implemented services with competitive analysis, i.e., in an adversarial setting without any assumptions on the arrival distributions. In addition, we have analyzed the incurred latency as a result of buffering service requests. We believe that this study can help to identify desired properties of resource allocation policies that optimize revenue in economic constraints.
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1 Introduction

Data centers store data at different interconnected locations. Modern big data applications are highly distributed, and requests need to satisfy various objectives: latency, cost efficiency, etc. \cite{2, 6, 14}. Compute-aggregate problems, where several data chunks must be aggregated in a network sink, encompass an important class of big data applications implemented in modern data centers. Traditionally, applications have little control over how network transport handles the data. Latency optimization should account for properties of underlying transports in order to avoid, e.g., the incast problem \cite{8, 27}, and optimizing latency for several compute-aggregate tasks can overload “fastest” (and more expensive) links. We believe that more fine-grained control is required to implement desired objectives transparently for applications.

In this work, we assume that each compute-aggregate task should conform to a budget constraint since different cloud tenants are able to invest different

\* This work was supported by the Russian Science Foundation grant 17-11-01276.
economic resources to compute their aggregations. To avoid oversubscription of “fastest” links, they can also have different costs of sending data over a link. The problem now divides into two completely decoupled phases: (1) find a “cheapest” plan given a distribution of data over the network, an aggregation function (that computes the size of aggregating two different pieces of data), and the cost of sending a unit of data over a link; and (2) actually redistribute aggregations computed in (1) while optimizing desired objectives. In this setting, we can solve the first phase in a serial way, independently of the properties of underlying transport protocols, while the second phase can address such problems as incast. This is a natural generalization of traditional transports to implement efficient aggregations.

The first phase is of separate interest since it can represent various economic settings (e.g., energy efficiency) during aggregation; this phase can also lead to better utilization of network infrastructure since the cost to send a unit of data through the links can differ for different compute-aggregate instances. Hence, our primary goal is to identify universal properties of compute-aggregate tasks that allow for unified design principles of “perfect” aggregations on the first phase. Incorporating properties of aggregation functions into final decisions requires new insights on the model level and may lead to more efficient aggregation. There is definitely room for it: the average final output size jobs is 40.3% of the initial data sizes in Google [11], 8.2% in Yahoo, and 5.4% in Facebook [7].

In this work, we define a model for constructing an aggregation plan under budget constraints that requires applications to specify only one aggregation property: the (approximate) size of two data chunks after aggregation. Properties of aggregation functions can have a significant effect on the aggregation plan. We classify compute-aggregate tasks into several categories with respect to this property, propose algorithms for these optimization problems, and analyze their properties, proving a number of results on their performance and complexity, both positive (polynomial algorithms with good approximation ratios) and negative (inapproximability results).

The paper is organized as follows. Section 2 summarizes prior art, Section 3 introduces the model. In Section 4 we classify aggregate functions with regard to their effect on input data chunks and study their computational properties, i.e., hardness and approximability of optimization problems. Section 5 presents our experimental results, and Section 6 concludes the paper.

2 Related work

Various frameworks split computations into multiple phases: Map-Reduce-Merge [23] extends MapReduce to implement aggregations, Camdoop [9] assumes that an aggregation’s output size is a specific fraction of input sizes, Astrolabe [17] collects large-scale system state and provides on-the-fly attribute aggregation, and so on. Like other data-flow systems [11, 24, 25], Naiad [16] offers the low latency of stream processors together with the ability to perform iterative and incremental computations. The work [25] introduces a distributed memory ab-
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3 Motivation and model description

Our main objective is to use a network in the best possible way for a given compute-aggregate task. This is a problem with many variables. In this work, we leave most of them to the network transport layer (e.g., it chooses how transmissions should be spread in time), concentrating on the aggregation plan that defines the order of aggregation, is fully decoupled from transport implementation, and will be formalized below.

3.1 Compute-aggregate tasks

We model a network as an undirected connected graph $G = (V, E)$, where $V$ is the set of computing nodes connected by links (edges) $E$. Note that since we operate on an application level, we are free to use any overlay topology in place of $G$ that captures only information relevant to a specific compute-aggregate task. The task is represented as a set of initial data chunks $C = \{ x_0, x_1, \ldots, x_k \}$, with each chunk $x_i$ characterized by its location $v(x_i)$ and size $\text{size}(x_i)$. Since many compute-aggregate tasks require the result to be fully available on a specific node (e.g., to allow low-latency responses), we assume a special root vertex $t \in V$ where all data chunks should be finally aggregated.

The hardest part to define is “the best possible way”: objectives are application-specific and may include latency, throughput, or a more subtle objective such as congestion avoidance. We model them with a single per-link parameter, the cost, a flexible way to both freely combine objectives and keep the optimization problem clear. Formally, the cost function $c : E \rightarrow \mathbb{R}_+$ on the topology graph $G$ maps each link $e$ to its transmission cost per data unit $c(e)$: to transmit $x$ through $e$ one must pay $c(e) \cdot \text{size}(x)$. A simple example of a compute-aggregate task is shown on Fig. 1a. Costs are shown on the edges, square brackets denote chunks, and the root vertex is marked by $t$.

3.2 Move to root

We begin with the simplest form of an aggregation plan that we call “move to root”: bring everything to the root node $t$ (we say that an aggregation plan moves or aggregates for simplicity; in practice data transmission and aggregation are handled by the transport and application layers respectively). “Move to root” can be suboptimal with regard to transmission costs. Suppose that in the example on Fig. 1 the aggregation function chooses the best chunk, so the aggregated size does not exceed the maximal size of initial chunks. Now “move to root” has
Fig. 1. A sample compute-aggregate task with three vertices $t$ (target), $u$, and $v$: (a) the problem; (b) “move to root” plan with cost 12; (c) optimal aggregation plan with cost 11. Transmission cost of every edge is specified near the middle of the edge (e.g., $c(u,v) = 1$).

But concerns arise even apart from transmission costs. A naive implementation of the “move to root” plan that moves all data chunks to the root and then aggregates leads to the transport layer directing a lot of traffic towards $t$, possibly overflowing ingress buffers there and increasing latency due to the notorious TCP-incast problem. Moreover, in a low-latency application that aggregates in RAM [5, 26] storage capacity can be exhausted when all data chunks are stored at $t$.

This problem can be alleviated with intermediate aggregations. Data chunks can be sent to $t$ sequentially in some order, and in the process some arriving chunks are immediately aggregated. Recent studies [7, 11] show that the final result of a compute-aggregate task is often only a small fraction (usually less than half) of the total size of initial data chunks; e.g., in counting problems the aggregation result is just a few numbers. Thus, keeping in memory a single intermediate chunk instead of several initial data chunks can significantly reduce storage requirements.

In general, not every order can be used for intermediate aggregations because the final aggregation result might depend on this order (e.g., string field concatenation), and it is undesirable for an aggregation plan to affect the result [22]. Fortunately, most aggregation functions do not depend on the aggregation order, that is, they are associative: $\text{aggr}(\text{aggr}(x, y), z) = \text{aggr}(\text{aggr}(x, y), z)$, and commutative: $\text{aggr}(x, \text{aggr}(y, z)) = \text{aggr}(\text{aggr}(x, y), z)$. Below we assume that aggregations are both associative and commutative; such systems as MapReduce already assume this for most reduce functions and allow aggregations of intermediate data chunks with combiner functions [11]. The TCP-incast problem, on the other hand, can be mitigated by carefully spreading chunk transmissions in time (to reduce overlap), which requires complex synchronization on the part of the transport layer. Low-latency in-RAM applications also have to synchronize data transmissions to avoid too many data chunks “in the air” at the same time that cannot be aggregated; this is hard to implement in a distributed system,
and if aggr is not commutative and associative this leads to more constraints since transmissions must occur in a specific order.

All of the above suggests that it is hard for the “move to root” heuristic to reconcile network transport limitations with storage constraints and the distributed environment. Hence, in this work we explore aggregations at intermediate nodes.

3.3 Exploiting intermediate nodes

The basic principle of data locality optimization, which lies at the heart of the Hadoop framework [21], is to move computation to data and as a result save on data transmission. We extend this strategy and try to move aggregation to data by allowing an aggregation plan to exploit intermediate nodes. Formally, an aggregation plan is a sequence \( P \) of operations \((o_0, o_1, \ldots, o_m)\), where each \( o_i \) is either \text{move}(x, v), \) which moves a chunk \( x \) to a vertex \( v \), or \text{aggr}(x, y), \) which merges chunks \( x \) and \( y \) located at the same vertex; the result is a new chunk \( xy \) at that vertex. After all operations have been applied, the result must be a single data chunk \( z \) at the root: \( v(z) = t \). E.g., Figs. 1b and 1c show aggregation plans for the problem on Fig. 1a. Aggregation plans are fully decoupled from the transport layer, producing instructions and constraints that the transport layer must satisfy.

An aggregation plan has an associated transmission cost \( \text{cost}(P) \), which is the sum of costs of all operations in \( P \); here \( \text{cost}(\text{aggr}(x, y)) = 0 \) (there is no data transmission), and \( \text{cost}(\text{move}(x, v)) = \text{size}(x) \cdot d(v(x), v) \), where \( d(u, v) \) is the total cost of the cheapest path from \( u \) to \( v \).

This approach of “moving aggregation to data” has some important advantages over “move to root”. First, the TCP-incast problem becomes less pronounced because inbound traffic is spread among different nodes, and fewer nodes need to be synchronized. Moreover, the total number of transmitted bits is reduced due to earlier aggregations (we usually expect an aggregation result to be smaller than the total input size). Second, storage capacity is now less of a constraint since less data has to be collected per node. Last but not least, data transmission cost is also reduced (cf. examples on Fig. 1). Note, however, that in practice not all nodes may be used for data aggregation. For example, we may be restricted to nodes where initial data chunks reside because it is expensive to allocate additional compute nodes; or it can be a security concern to perform computation on intermediate nodes (e.g., initial nodes belong to a private cloud, and the rest are transit nodes). This question must be carefully answered, and in what follows we assume that the overlay graph \( G \) reflects this answer and maps aggr operations to appropriate nodes.

3.4 Aggregation size function

In order to formally define the optimization problem for aggregation, we have to know the following: given \( x \) and \( y \), what is the size of their aggregation result \( xy \)? This directly affects the cost of an aggregation plan, and different
aggregation result sizes can lead to very different solutions. For example, if on Fig. 1 we assumed that the task is, e.g., sorting, where the size of an aggregated chunk is the sum of input sizes, the cost of the first plan would still equal 12, but the plan on Fig. 1c would now cost 14 and become suboptimal.

Unfortunately, the size of an aggregation result is application-specific, and in most cases the exact value depends on the actual content of $x$ and $y$; moreover, to determine this value we may need to actually perform aggregation (e.g., the number of key-value pairs in the counting problem cannot be predicted exactly unless we actually count). This is clearly infeasible since an aggregation plan must be constructed (and its cost evaluated) before the application performs any aggregations and the transport layer transmits any data. Therefore, we require each application to supply the aggregation size function $\mu$: $\mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ that would estimate this size using only sizes of the inputs, so that for the purposes of optimization \text{size}(xy) = \mu(\text{size}(x), \text{size}(y)). We do not expect these functions to be exactly correct, but they should provide the correct order of magnitude in order for the optimal solution to be actually good in practice. Since $\text{aggr}$ is assumed to be associative and commutative, $\mu$ should also have these properties. Some examples of $\mu$ for practical problems include: $\mu(a, b) = \text{const}$ for finding the top $k$ elements in data with respect to some criterion; $\mu(a, b) = \min(a, b)$ or $\mu(a, b) = \max(a, b)$ for choosing the best data chunk; $\mu(a, b) = a + b$ for concatenation or sorting; $\max(a, b) \leq \mu(a, b) \leq a + b$ for set union (word count).

Fig. 2 shows how the choice of $\mu$ can affect the optimal aggregation plan. Fig. 2a shows chunks of size 1 at vertex 1, of size 4 at vertex 2, and of size 6 at vertex 3, and the goal is to aggregate them at vertex 0. For $\mu(a, b) = a + b$, the optimal plan is to move each chunk to the root separately (Fig. 2b). For $\mu(a, b) = \max(a, b)$, it is cheaper to first move the chunk of size 4 along edge 2 $\rightarrow$ 3 and merge it, then move the resulting chunk of size 6 to the root (Fig. 2c). Finally, for $\mu(a, b) = \min(a, b)$ the optimal plan is to traverse the whole graph with the smallest chunk, merging larger ones along the way (Fig. 2d). Thus, even in a simple example the aggregation plan can change drastically depending on $\mu$. We get the following optimization problem.

**Problem 1 (cam — compute-aggregate minimization).** Given an undirected connected graph $G = (V, E)$, cost function $c$, a target vertex $t$, a set of initial data chunks $C$, and an aggregation size function $\mu$, the CAM[$\mu$] problem is to find an aggregation plan $P$ such that $\text{cost}(P)$ is minimized.
Interestingly, unless both the aggregation size function is well-behaved and there are constraints on the graph structure, there is not much we could do in the worst case.

**Theorem 1.** Unless $P = NP$, there is no polynomial time constant approximation algorithm for CAM without associativity constraint on $\mu$ even if $G$ is restricted to two vertices.

*Proof.* We can encode an NP-hard problem in choosing the correct order of merging for a non-associative $\mu$. For example, consider an instance of the knapsack problem with weights $w_1, \ldots, w_n$, unit values, and knapsack size $W$; then we have $n$ chunks of size $w_1, \ldots, w_n$, and $\mu$ is defined as follows: if either $x = 0$, $y = 0$, or $x + y = W$ then $\mu(x, y) = 0$; else $\mu(x, y) = x + y$. This way, if we can fill the knapsack exactly the total resulting weight will be zero, and if not, it will be greater than zero, leading to unbounded approximation ratio unless we can solve the knapsack problem.

In this work, we investigate two main degrees of freedom that the CAM problem has: network topology graph $G$ and aggregation size function $\mu$. Let us begin with $\mu$.

### 4 A Taxonomy of Aggregation Functions

There are different types of big data applications, a large variation in data-center network topologies, and countless data distributions, which collectively define constraints for a compute-aggregate task. Handling each and every variation of these constraints separately does not scale, so a generalized decision procedure should be used to construct an aggregation plan. In this section, we present such a procedure and show worst-case guarantees for every choice.

Intuitively, stricter constraints may lead to better decisions, both in terms of the cost of an aggregation plan, which is our primary objective, and in terms of performance (running time). E.g., if the network graph is a tree, it might be possible to construct an aggregation plan in linear time; or a better (in terms of the resulting cost) algorithm can be chosen under certain constraints on the aggregation size function. Thus, a possible solution may have to account for network topology, aggregation size function, and initial chunk distribution. Chunk distribution varies from one problem instance to another, and is unlikely to provide useful information since it is expected to be roughly uniform (big data storage systems try to achieve even load distribution). Although there are common network topologies, such as hypercube, fat-tree, or jellyfish, there are plenty of variations and exceptions. So, while algorithms specifically tailored for, e.g., the hyper-cube topology [9] remain a valid topic for future study, in this work we mostly consider the aggregation size function, with only two special cases.

First, a tree is a topology that is both widespread and has a high potential for better algorithmic solutions; we call the CAM problem where $G$ is a tree TCAM (tree CAM). Second, sometimes it is reasonable to limit aggregation to
The structure of our results in relation to aggregation size function $\mu$ and problem instance (CAM, TCAM, CCAM).

only those nodes that contain data chunks initially, either for security reasons or due to the need for additional resource provisioning on intermediate nodes that may significantly increase latency, while nodes with initial chunks usually already have computing resources for a preprocessing stage. If either security or provisioning impose the aforementioned restriction then a network graph $G$ can be reduced to a complete graph over the nodes that contain chunks, and we call this special case CCAM (complete CAM). Our theoretical results are summarized in Fig. 3; the horizontal axis corresponds to how fast $\mu$ grows, and each small tree of results shows approximation ratios for CAM, TCAM, and CCAM, referring to specific theorems below.

4.1 General case

In this subsection we assume no constraint on the behavior of an aggregation size function $\mu$. As an example, consider a simpler setting where all chunks have size $x$, and $\mu(x, x) = x$. In this case, when paths of two chunks intersect, it always better to merge at the intersection. Thus an optimal aggregation plan always proceeds along a tree subgraph of $G$, and the weight of that tree multiplied by $x$ equals the aggregation plan cost since $\mu$ does not change weights. Thus, the problem reduces to finding a minimum weight tree that connects a given set of vertices, which is a well-studied minimum Steiner tree problem [13], MStT, that has many constant approximation algorithms. Using one of those we build our first aggregation plan construction algorithm $\text{steiner_rec}$ (Alg. 2). If there is a polynomial $\alpha$-approximate algorithm for MStT, then $\text{steiner_rec}$ provides an $\alpha$-approximation for the special case when $\text{size}(x) = S$ for any $x \in C$, and $\mu(S, S) = S$. The $\text{steiner_rec}$ algorithm has a number of interesting properties; e.g., it does not require any knowledge of $\mu$ or even chunk sizes. The infrastructure can run $\text{steiner_rec}$ even before preprocessing (in map-reduce terminology, before a map phase). It turns out that in the general case, the price of using $\text{steiner_rec}$ does not exceed the ratio between the largest and smallest intermediate chunk. We denote by $W_C[\mu]$ the maximal aggregate size of a subset of chunks from the set $C$, $W_C[\mu] = \max_{C' \subseteq C} \{\mu(C')\}$; it is well defined since $\mu$ is associative and commutative. We also denote by $w_C[\mu]$ the corresponding minimal aggregate size, $w_C[\mu] = \min_{C' \subseteq C} \{\mu(C')\}$. 

Fig. 3. The structure of our results in relation to aggregation size function $\mu$ and problem instance (CAM, TCAM, CCAM).
Algorithm 1 steiner(G, V' ⊆ V(G))
1: if G is a tree then
2: return unique subtree T_{V'} covering V'
3: else if V(G) = \{v(x) : x ∈ C\} then
4: return min_spanning_tree(G)
5: else
6: return steiner_tree_approx(G, \{v(x) : x ∈ C\})

Algorithm 2 steiner_rec(G, t, C)
1: P ← (); T ← steiner(G, \{v(x) : x ∈ C\})
2: for v ∈ T in decreasing order of depth(v) do
3: ⊳ Denote C(v) = \{x ∈ C : v(x) = v\}
4: while |C(v)| > 1 do
5: P.append(agg(x, y)), where x, y ∈ C(v)
6: C.update(agg(x, y))
7: if ∃ x ∈ C(v) and ∃ parent(v) then
8: P.append(move(x, parent(v)))
9: C.update(move(x, parent(v)))
10: return P

Theorem 2. If there exists a polynomial α-approximate algorithm for MStT, then there exists a polynomial algorithm that solves cam[µ] with approximation factor α \frac{W_c[µ]}{W_c[µ]}.

Proof. First, note that any algorithm, even optimal, has to traverse at least the Steiner tree of G in total size, and has to carry at least weight \(w_c\) over each edge. The approximate algorithm begins by constructing the approximate Steiner tree with approximation ratio \(α\), and then carries all chunks along this tree to the root, merging the chunks at first opportunity; in this process, the maximal possible chunk size is \(W_c\), and it is carried over at most \(α\) times longer distance than in the actual Steiner tree, getting the approximation bound. □

There is a well-known 2-approximation to MStT based on a minimum spanning tree (MST) of the distance closure \(G^*\) of G; a much more involved construction leads to the best known approximation ratio of \(\ln 4 + \varepsilon \leq 1.39\) [4]. Although steiner_rec does not depend on either \(µ\) or chunk sizes, the approximation factor in Theorem 2 includes both. This result improves for special cases of tcam and ccam.
Theorem 3. If every vertex in $G$ contains a data chunk, then MStT can be solved exactly in polynomial time.

Proof. In this case, MStT is equivalent to MST. \qed

Theorem 4. If $G$ is a tree, MStT can be solved exactly in polynomial time.

Proof. There is only one subtree in $G$ that connects a given set of vertices, and it can be found in polynomial time. \qed

Theorem 3 and Theorem 4 essentially say that in these special cases we have 1-approximation algorithms for MStT. Theorem 2 and this observation together imply the following.

Corollary 1. There exist polynomial algorithms that solve CCAM[$\mu$] and TCAM[$\mu$] on a set of chunks $C$ with approximation factor $\frac{W_{C}[\mu]}{\mu}$.

However, for many $\mu$, including important ones (e.g., set union), Theorem 2 and Corollary 1 provide rather weak approximations; in particular, we would like to have approximation ratios independent of chunk sizes and specific values of $\mu$ since in practice $\frac{W_{C}}{\mu}$ may be very high. Unfortunately, it is impossible even for a restricted class of functions $\mu$ that reduce the weights, that is, for functions smaller than min.

Theorem 5. There exists an aggregation size function $\mu$ such that $\forall a, b \mu(a, b) \leq \min(a, b)$, and no polynomial time constant approximation algorithm for CCAM[$\mu$] or TCAM[$\mu$] exists unless $P = NP$.

Proof. Consider a complete graph $G$ where the root $r$ contains an infinitely large chunk, all non-root vertices are terminals, edges between two terminal vertices cost 1, and edges between a terminal vertex and the root cost $\infty$. Given an instance of Set Cover, where a set $S$ must be covered with a minimal number of $m$ subsets $S_i \subseteq S$, we define $n(S_i)$ as the number with binary representation equivalent to $S \setminus S_i$ (for some fixed order of elements in the set). We encode $S$ by a chunk of size 0 and any other subset $A \subseteq S$ by a chunk of size $n(A) + 4n \times 2^{\left| \mu \right|}$. The aggregation size function for two chunks corresponding to subsets $A$ and $B$ produces a chunk of size $n(A \cup B)$. Now, if there exists a set cover $S_{i_1}, S_{i_2}, \ldots, S_{i_k}$ then there is a solution to CAM[$\mu$] of size $k \times 4n \times 2^{\left| S \right|} + c$, where $c \leq n \times 2^{\left| S \right|}$ (we can aggregate $S_{i_j}$ in any order and then aggregate the rest with a zero chunk we obtained). On the other hand, if there exists a solution to CAM[$\mu$] of size $g \times 4n \times 2^{\left| S \right|} + c$, where $c \leq n \times 2^{\left| S \right|}$, then there exists a solution to Set Cover of size $g$ (to achieve this solution of CAM[$\mu$] we have to obtain 0 in at most $g$ aggregations). Thus, a constant approximation for CAM[$\mu$] implies a constant approximation of Set Cover which is impossible unless $P = NP$. For TCAM[$\mu$], consider the following transformation of $G$ to a tree $T_G$: remove all the edges; introduce a new vertex $c$; connect $c$ with $r$ by an edge of weight $\infty$ and with the rest of $G$’s vertices by edges of weight 1. Changing $G$ to $T_G$ does not increase cost more than twice (we traverse two edges now). Thus, the transformation preserves approximations, which again implies that TCAM[$\mu$] does not have constant approximations unless $P = NP$. \qed
Since CCAM is a strict subset of CAM, there is no constant-approximation solution for CAM either.

4.2 Range-bounded aggregation size functions

Depending on the application, the value of $\mu$ may be known to lie in a certain range. For example, if $\text{aggr}$ represents set union then $\mu(x, y) \in [\max\{x, y\}, x+y]$, and if $\text{aggr}$ represents outer join then $\mu(x, y)$ is likely to be always larger than $x+y$. We show a taxonomy of algorithms for different $\mu$. Theorem 5 showed that aggregation size functions that reduce size too much are provably hard. On the other hand, the running time becomes linear.

**Theorem 6.** If $\mu(a, b) \geq a+b$ for all $a, b$ then there exists a polynomial optimal algorithm for $\text{CAM}[\mu]$, $\text{CCAM}[\mu]$, and $\text{TCAM}[\mu]$; for $\text{TCAM}[\mu]$ the running time is $O(|C| + |G|)$.

**Proof.** In this case, it does not make sense to merge chunks at all; the optimal algorithm is to bring all chunks separately to the sink. Formally, consider an optimal aggregation plan for $\text{CAM}[\mu]$ that merges two chunks not at the sink. Next, consider a transformed plan that carries both chunks separately and treats them separately until the final vertex. Since $\mu(a, b) \geq a+b$, the total cost will not increase in this transformation, and we can sequentially get a plan without any merging without increasing the costs. The optimal strategy without merging is to move all chunks to the root along shortest paths, which can be computed in polynomial time. Because TCAM and CCAM are strict subsets of CAM, SPT is optimal for them too. For TCAM there is no need to calculate shortest paths since paths are unique, and the running time becomes linear.

We have found that for $\mu(x, y) \in (-\infty, \min\{x, y\}]$ the problem is inapproximable (Theorem 5), and for $\mu(x, y) \in [x+y, \infty)$ there is an optimal algorithm (Theorem 6). We split the remaining range $[\min\{x, y\}, x+y]$ at $\max\{x, y\}$ for two reasons. First, in practice max is a valid bound for many applications: set intersection, set union, outer join (symmetric or asymmetric); thus, the infrastructure often knows on which side of max $\mu$ lies. Second, theoretic results below show that max is an interesting demarcation line for worst-case guarantees: below max chunk sizes are a primary factor, and above max the graph structure starts to dominate. If $\mu(x, y) \in [\min\{x, y\}, \max\{x, y\}]$, we can replace the ratio $W_C[\mu]/w_C[\mu]$ (Theorem 2), which depends on $\mu$, with a simpler one that depends only on chunk sizes. In the next theorem $W_C = \max_{x \in C}\{\text{size}(x)\}$, $w_C = \min_{x \in C}\{\text{size}(x)\}$.

**Theorem 7.** If $\min\{a, b\} \leq \mu(a, b) \leq \max\{a, b\}$ for all $a, b$ and there exists a polynomial $\alpha$-approximate algorithm for MStT, then there exists a polynomial algorithm that solves $\text{CAM}[\mu]$ with approximation factor $\frac{W_C}{w_C}$.

**Corollary 2.** If $\min\{a, b\} \leq \mu(a, b) \leq \max\{a, b\}$ then there exist polynomial algorithms that solves $\text{CCAM}[\mu]$ and $\text{TCAM}[\mu]$ with approximation factor $\frac{W_C}{w_C}$. 
For \(\mu(x, y) \in [\max\{x, y\}, x + y]\), the last remaining range, we employ a mix of SPT and steiner_rec: merge chunks above a certain threshold with steiner_rec; below, with SPT.

**Theorem 8.** If for all \(a\) and \(b\) \(\max(a, b) \leq \mu(a, b) \leq a + b\), then there is an \(2N^{1/2} \sqrt{\frac{\alpha_{\max}}{\alpha_{\min}}}\)-approximate polynomial algorithm for \(\text{CAM}[\mu]\), which we call RECH_MSTTSplit, where \(V\) is the number of vertices in \(G\), \(N\) is the number of chunks, \(c_{\max}\) is the cost of the most expensive edge in \(G\), \(c_{\min}\), of the cheapest edge, and \(\alpha\) is an approximation factor for MST.

**Proof.** The idea of the algorithm is as follows. We split all chunks \(C\) into two sets: chunks with weight at least \(\delta M\) go into set \(C_1\) and chunks with weight smaller than \(\delta M\) go into \(C_2\), where \(M\) is the weight of the maximal chunk and \(\delta\) is a constant to be defined later, so \(C = C_1 \cup C_2\). Next we solve two separate CAM problems. For \(C_1\) we run the general algorithm from Theorem 2, and for \(C_2\) we run the algorithm from Theorem 6 that we used for \(\mu\) such that \(\mu(a, b) \geq a + b\). The first algorithm yields an \(\frac{\alpha}{2}\)-approximate solution, and the total weight of the second solution does not exceed \(\delta MVNc_{\max}\), where \(N\) is the number of chunks. Let \(W\) be the weight of the optimal solution. Now, since \(max(a, b) \leq \mu(a, b)\), and \(W\) is at least the weight of the optimal solution for \(C_1\), we can conclude that the weight of the solution for \(C_1\) is at most \(\frac{\alpha}{2}VW\). On the other hand, since \(W \geq M_{\min}\), the weight of the solution for \(C_2\) is at most \(\delta V^2c_{\max}W\). Now if we choose \(\delta = \frac{V_{\min}}{\sqrt{\alpha_{\max}}\sqrt{\alpha_{\min}}}\) to minimize the total result, the total weight of both solutions will be \(2N^{1/2} \sqrt{\frac{\alpha_{\max}}{\alpha_{\min}}}W\). \(\square\)

To improve the above theorem we cannot apply Theorem 3 to get rid of \(\alpha\) for CCAM or TCAM since it uses Steiner tree only for a subset of chunks. But, remarkably, we can do better for TCAM: the following theorem proves that between max and “+” steiner_rec is optimal for TCAM. The algorithm is similar to Theorem 2.

**Theorem 9.** There exists a polynomial optimal algorithm for the TCAM[\(\mu\)] problem for any \(\mu\) such that \(\forall a, b: \max(a, b) \leq \mu(a, b) \leq a + b\).

**Proof.** The algorithm is similar to Theorem 2: move chunks towards the vertex \(t\), merging them in intermediate nodes. Consider an arbitrary subtree \(T\) of \(G\). All data chunks from \(T\) have to be eventually moved upwards using parent edge \(e\) (if \(T \neq G\)). Minimal cost of this operation is clearly \(\leq s_T\), where \(s_T\) is the size of the aggregation result of all chunks from \(C|_T\). Can it be less? Assume the opposite: there is a set of data chunks \(X\) that will be moved upwards through \(e\) s.t. \(C_T \subseteq X^* = \bigcup_{x \in X} x^*\) and \(\sum_{x \in X\text{ size}(x)} < s_T\), where \(x^*\) is the set of initial chunks that contributed to \(x\). If \(C_T \subseteq X^*\), we can throw away \(X^* \setminus C_T\) without any increase in the cost because \(\mu\) is at least max. Also, since \(\mu\) does not exceed the sum, we can aggregate \(X^*\) with no cost increase. The resulting chunk has size \(s_T\), which is a contradiction: by construction, each upward edge \(e\) from a subtree \(T\) will add exactly \(s_T\). \(\square\)
4.3 Specific aggregation size functions

Sometimes we can improve performance further if we know $\mu$ exactly. This is especially interesting for the “junction points” between previous results; Theorem 6 covers sum, here we concentrate on min and max.

Theorem 10. If there exists a polynomial $\alpha$-approximate algorithm for MStT, then there exists a polynomial $2\alpha$-approximate algorithm for CAM[min].

Proof. Given an instance $(G, t, C)$ of the CAM[min] problem, first we find an $\alpha$-approximation $T$ to the MStT instance $(G, V' = \{t\} \cup \{v(x) : x \in C\})$. Then, we construct an aggregation schedule by taking a data chunk with the smallest size and walking it through $T$. The resulting cost does not exceed $2m \cdot w(T)$, where $m$ is the size of the smallest chunk. Similar to Theorem 13, an aggregation schedule defines a subgraph $H \supseteq V'$, and so incurs the cost of at least $m \cdot w(H)$. A sample solution for this algorithm is shown on Fig. 4.

Corollary 3. There exists a polynomial $2$-approximate algorithm for CCAM[min].

TCAM[min] can be solved in polynomial time with dynamic programming.

Theorem 11. There is an optimal algorithm for TCAM[min] running in polynomial time.

Proof. The optimal algorithm uses dynamic programming. Consider an instance $(G = (V, E), t, C)$ of the TCAM[min] problem, where $G$ is a tree with a root $t$. For every vertex $v \in V$ we compute $mc(v)$, the size of the smallest chunk in a subtree $T_v$ rooted at $v$, and for every $c \in C$ we compute $dp(v, size(c))$, an optimal solution for $T_v$ with an additional chunk of size $size(c)$ at $v$. We can find $mc(v)$ for every vertex in linear time by running depth first search. If $dp(v, size(c))$ are known for every $u \in \text{children}(v)$ then $dp(v, size(c))$ can be computed as $dp(v, size(c)) = \sum_{u \in \text{children}(v)} \min\{2 \cdot size(c) \cdot d(v, u) + dp(u, size(c)), mc(u) \cdot d(v, u) + dp(u, mc(u))\}$. Now $dp(t, mc(t))$ contains the cost of an optimal aggregation plan, which can be found with backtracking.

Our second approximate algorithm, for CAM[max], is also based on the MStT problem, but with a different construction.

Theorem 12. If there exists a polynomial $\alpha$-approximate algorithm for MStT, then there exists a polynomial $4\alpha$-approximate algorithm for CAM[max], which we call RECH MStTMax.

Proof. Let the maximal chunk size be equal to $M$. We separate data chunks into several subsets: the first with chunks with sizes in $(M/2, M]$, the second in $(M/4, M/2]$, and so on. The idea is to build an approximate solution for the first subset, extend it to a solution for the first two subsets, and so on. First, we build a Steiner tree for the root and chunks in the first subset and solve the problem on this tree. This solution is at least $2\alpha$-competitive, where $\alpha$ is the MStT approximation factor: edges used by a different solution must connect
Fig. 4. Sample solution from Theorem 10. Steiner tree approximation is shown with bold lines, and the resulting path of the smallest chunk is shown by a dotted arrow. Note that this chunk never visits one edge more than twice.

every chunk to the root, so their total cost is at least the cost of a minimum Steiner tree, and their sizes are at least $M/2$. Next, we merge the tree obtained on the first iteration into a single vertex, throw away the first subset, build a Steiner tree for the second subset, solve the problem for this tree, and so on. Suppose that there were $k$ such subsets. Since we move chunks of size at most $M/2^{i-1}$, and merging vertices does not increase the weight of a Steiner tree, the cost of the $i$th subset does not exceed $M/2^{i-1}/2$. For the lower bound, we count the cost of all data movements across every edge. The total cost of all edges with chunks of mass at least $M/2$ moved along them is bounded by $ST(1, 1)$; repeating the process for $M/4, M/8$, and so on, we get in total $M \sum_{i=1}^{k} ST(i, 0)/2^i$. Some of the edges are counted more than once: an edge with the largest chunk of size $M/2^i$ moved along it has been counted once with a factor of $M/2^i$, once with $M/2^{i+1}$, and so on, but the real lower bound for this edge is $M/2^i$. Thus for every edge we have an extra factor of $1 + 1/2 + 1/4 + \ldots < 2$, and the optimal cost is at least $M/2 \sum_{i=1}^{k} ST(i, 0)/2^i$. Since $ST(i, 0) \geq ST(i, i-1)$, the total approximation factor is $M/2 \sum_{i=1}^{k} ST(i, 0)/2^i$. Theorem 9 implies that $TCAM[\max]$ has an optimal solution since $\max\{x, y\}$ lies trivially in $[\max\{x, y\}, x + y]$. However, results for $CAM[\min]$ and $CAM[\max]$ cannot be significantly improved because both are NP-hard.

**Theorem 13.** If there exists $a > 0$ s.t. $\mu(a, a) = a$ then $CAM[\mu]$ is NP-hard and does not have less than $\frac{M}{2M}$-approximate polynomial algorithms even if all edge weights are equal, unless $P=NP$.

**Proof.** The proof is by the reduction from the $MSrT$ problem. Given a $MSrT$ instance $(G, w, V' \subseteq V)$, we place data chunks of size $a$ in each vertex of $V'$.
except one, which becomes the sink. Any aggregation schedule defines a connected subgraph $H$ of $G$ that contains all vertices from $V'$. The minimal cost is $a \cdot w(H)$, where $w(H) = \sum_{e \in E(H)} w(e)$, since all transmitted data chunks have size $a$, and we can always avoid transmitting more than one chunk across one link. Any spanning tree of $H$ defines a Steiner tree for $V'$, and vice versa, any Steiner tree $T$ defines an aggregation schedule with cost $a \cdot w(T)$.

**Theorem 14.** The CAM[\text{min}] problem is NP-hard even if all edge weights are equal, and each vertex is required to contain a data chunk.

**Proof.** This time we reduce the Hamiltonian cycle problem. Given a Hamiltonian cycle problem instance $G$, we choose the sink arbitrarily, place a chunk of size 1 in the sink and chunks of size $|V|^2$ in every other vertex. The optimal solution travels with weight 1 along a Hamiltonian cycle.

**5 Evaluation**

To evaluate the relative performance of the proposed heuristics, we have compared them in practical settings on network topologies generated by the topobench library [12]. We analyzed topologies that can serve for both server adjacency and switch adjacency, namely JellyFish [19], Hypercube, and Small World Datacenter Ring (SWDC Ring) [18]. We compare seven algorithms: CAMH, a greedy algorithm that on every step chooses a pair of chunks $x$ and $y$ and vertex $v$ such that after $x$ and $y$ are merged at $v$ the cost of moving all resulting chunks along shortest paths plus the cost of moving $x$ and $y$ to $v$ is minimized; MCAMH, a variation of CAMH where $v \in \{v(x), v(y)\}$; MCAMH$_\leq$, a restriction of MCAMH where we always move the smaller chunk; RECH$_{MST}$, a variation of Alg. 2 that merges along the minimum spanning tree; RECH$_{MSTT}$ (Alg. 2); RECH$_{SPT}$, another variation of Alg. 2 that uses a tree of shortest paths; RECH$_{MSTTMax}$ (Thm. 12); RECH$_{MSTTSplit}$ (Thm. 8). An implementation of all algorithms and sample topologies can be found at [3]. Selected results are shown on Fig. 5; the plots show the number of data chunks $n_C = |C|$, maximal edge weight $W$, and range $s$ of chunk sizes, $s = [s_{avg} - \Delta s, s_{avg} + \Delta s]$. To generate a CAM instance for a given topology, we uniformly select weights from 1 to $W$ and uniformly place $n_C$ data chunks in the vertices, each of size chosen uniformly from $s$. We used three aggregation functions: $\mu(x, y) = \exp(\log|x| + \log|y|)$ (Fig. 5a-c), which roughly estimates joining two dictionaries, WordCount, $\text{aggr}(x, y) = \text{SetUnion}(x, y)$ (Fig. 5d-i), and $\text{aggr}(x, y) = \text{ChooseBest}(x, y)$ (Fig. 5j-o), which compares the (random) priorities of two chunks. For each point, we averaged 1000 random experiments.

The results show that among tree-based heuristics, the best are RECH$_{MSTT}$, RECH$_{MSTTMax}$, and RECH$_{MSTTSplit}$. This is expected: unlike RECH$_{MST}$, RECH$_{MSTT}$ works on the local level and does not optimize the part of the tree not directly involved in aggregation, but also does not optimize every chunk separately as RECH$_{STP}$ does. Among potential-based heuristics, CAMH clearly wins for
Fig. 5. Costs for different aggregation functions: (a-c) $\mu(x, y) = \exp(\log x + \log y)$; (d-i) $\text{aggr}(x, y) = \text{SetUnion}(x, y)$; (j-o) $\text{aggr}(x, y) = \text{ChooseBest}(x, y)$. Labels show X-axis value and topology. Parameters in left column: $W = 15$, $s = [10, 30]$; middle column: $n_C = 20$, $W = 100$; right column: $n_C = 10$, $s = [10, 30]$.

WordCount (it is even better than RECH STP) but fares much worse for SetUnion and ChooseBest. CAMH, MCAMH, and MCAMH≤ use the value of $\mu$, so their behaviour changes significantly between SetUnion and ChooseBest: the latter can bring a larger improvement if we get lucky and get a light high-priority chunk. The relative performance of other algorithms does not change significantly with aggregation function. CAMH, MCAMH, and MCAMH≤ represent a tradeoff between expressivity (larger search space) and a higher chance to end up in a worse solution. MCAMH serves as the middle ground and takes the leading place almost everywhere among these three heuristics: CAMH wins on WordCount, where merges are more regular and predictable, and the local behavior of aggr does not mislead CAMH.
general, heuristics based on Steiner trees are the best throughout all experiments, with $\text{RECH}_\text{MSTT}$, $\text{RECH}_\text{MSTTMax}$, and $\text{RECH}_\text{MSTTSplit}$ occupying the top three places almost everywhere, even though they do not pay that much attention to $\text{aggr}$. $\text{RECH}_\text{MSTTMax}$ starts losing for the ChooseBest aggregation function since it was designed specifically for $\text{aggr} = \text{max}$, and ChooseBest is very different. As the number of chunks grows, $\text{RECH}_\text{MST}$ becomes closer to $\text{RECH}_\text{MSTT}$ and its variations: chunks cover more vertices, and Steiner trees become more similar to spanning trees. $\text{RECH}_\text{SPT}$ is worse than $\text{RECH}_\text{MST}$, as expected; it even loses to $\text{MCAMH}$ and $\text{MCAMH}_\leq$ in many cases but regains some ground for more chunks. Interestingly, $\text{RECH}_\text{SPT}$ works better on SWDC Ring; this may be because this topology is bounded (it is a cycle with four random chords coming out of each vertex), so the tree of shortest paths covers most edges in the cycle and more chunks.

There are two main conclusions to be drawn from the evaluation study. First, for a given topology heuristics designed for specific aggregation functions perform significantly better in their own domain. Second, heuristics designed for the same range of aggregation functions for a specific topology perform better than more general heuristics independent from network topologies. This confirms analytic results from Section 4 and allows designers of compute-aggregate infrastructures to extend the taxonomy proposed in Fig. 3 if better performance is needed. This demonstrates a fundamental tradeoff between simplicity of infrastructure and its performance.

6 Conclusion

In this work, we have introduced a model to find a schedule of aggregations that satisfies budget constraints rather than directly optimizing desired objectives such as latency or throughput. We believe that this approach will allow to decouple optimization problems from underlying transports and provide fine-grained control to exploit network infrastructure. Our primary contribution is a classification of aggregation functions with a theoretical and practical analysis that together lead to unified design principles of “perfect” aggregations.
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