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Abstract4

Extended Producer Responsibility (EPR) policies in packaging wastes are5

challenging due to waste traceability in their post-consumer stage. Tracking6

packages after disposal involves identifying their producers under extreme7

conditions. Several Computer Vision (CV) approaches for waste material8

recognition have been successfully tested. However, the identification of9

waste producers remains unexplored mainly due to difficult conditions for10

brand recognition and the requirement of large datasets that vary from place11

to place and over time. We propose a multimodal approach for waste brand12

identification that utilizes only one “real” image per product for each brand,13

achieving a macro F1-score of 0.75 with 23 brands and 38 products. The ap-14

proach leverages package texts and visual features extracted with pre-trained15

models and predicts the brand using a KNN model with a custom distance16

based on the Levenshtein distance. Our method employs data augmentation17

and random word sampling to create synthetic samples from each product18

image. The KNN model uses random words and a vector of visual features19

extracted with a previously trained CNN model for prediction. During pre-20
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diction, the distance of the K nearest neighbors is computed as the weighted21

sum of the L2 visual features distance and the sum of the minimum words22

Levenshtein distances. This study demonstrates the feasibility of brand iden-23

tification on packaging waste for EPR traceability without the burden of large24

dataset acquisition.25

Keywords: Extended Producer Responsibility, Multimodal classification,26

Waste Management, Brand identification, One-shot classification, Machine27

Learning28

1. Introduction29

Global waste generation is projected to reach 2.59 billion tons annually30

by 2030, with expectations soaring to 3.40 billion tons by 2050. This rep-31

resents a substantial increase from the 2.01 billion tons recorded in 2016.32

On a global scale, the predominant waste category is food and green waste,33

comprising 44% of total waste. Dry recyclables, including plastic, paper and34

cardboard, metal, and glass, constitute an additional 38% of waste. The35

remaining 18% is distributed among rubber and leather, wood, and other36

(Kaza et al., 2018). Packaging waste, especially plastics, harms the envi-37

ronment and human health when not recycled or disposed of correctly (Li38

et al., 2021). Given the natural resistance of plastics to degradation, plastic39

particles may persist in the environment for extended periods, resulting in40

physical, chemical, and biological harm to organisms (Li et al., 2021).41

The OECD (Organisation for Economic Co-operation and Development)42
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defined the EPR (Extended Producer Responsibility) as “an environmental43

policy approach in which a producer’s responsibility for a product is ex-44

tended to the post-consumer stage of a product’s life cycle” (OECD, 2016).45

The core idea is that producers and sellers have some responsibility for the46

products’ end-of-life environmental impact. The EPR has two main objec-47

tives: (i) to shift responsibility from municipalities to producers by holding48

them accountable for collecting and sorting end-of-life products, individu-49

ally or collectively, and (ii) to provide incentives for designing products and50

packaging that facilitate post-consumption management. Several studies ex-51

amine the implementation and effectiveness of EPR policies in managing52

packaging waste and promoting traceability to achieve sustainability goals.53

For instance, Bassi et al. in (Bassi et al., 2020) highlight the challenges and54

potential of EPR in managing plastic packaging waste, emphasizing the need55

to maximize collection rates and minimize impurities in recycling. Addition-56

ally, they identify economic sustainability issues recyclers face, underscore57

the importance of improving recyclability, and explore the market for sec-58

ondary plastic.59

Daoud and Trigui (Daoud and Trigui, 2019) indicated that one of the60

challenges in traceability systems is storing and transferring consumer data.61

Smart packaging offers consumers additional information, such as production62

methods, promotion, website links, videos, transport tracking, and certifica-63

tion labels. EPR policies can be implemented through different instruments64

that impact waste generation, product/packaging design, and virgin raw ma-65
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terial use. For instance, these policies may include product take-back man-66

dates and recycling rate targets; product take-back mandate and recycling67

rate targets combined with a tradable recycling credit scheme; voluntary68

product take-back with recycling rate targets; advance recycling fees (ARF);69

ARF combined with a recycling subsidy (Walls, 2006). EPR-based policies70

where the producer is held accountable for its end-of-life products are referred71

to as “individual” EPR.72

In practice, in most cases, the implemented policies correspond to “collec-73

tive” systems managed by third-party Producer Responsibility Organizations74

(PRO). Collective systems are easier for the government to supervise than75

tracking individual companies, allowing for economies of scale in waste col-76

lection and risk sharing. On the other hand, individual systems incentivize77

companies to develop eco-friendly products as each company is uniquely re-78

sponsible for its product waste management (Walls, 2006). However, with79

the current technological infrastructure, it is challenging to implement prod-80

uct distinction for some kinds of products, especially for single-use packaging,81

as it would be required to identify the brand of the disposed packages under82

conditions such as extreme deformations, contamination, or high degree of83

occlusions. ERP aims to encourage companies to take back their packaging,84

leading to a considerable increase in recycling rates in countries with these85

strong policies. One of the most classic and successful ERP mechanisms is86

the Deposit Return System (DRS). In this system, each beverage package87

has a cash deposit when the user buys the product. Later, when the user88
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returns the package, they receive their deposit.89

Computer Vision (CV) solutions are a growing research field in waste seg-90

regation. In CV-based waste segregation systems, cameras capture images91

of waste, which are then analyzed by CV algorithms to identify the differ-92

ent types of materials. The CV-based waste segregation is performed either93

on the generation source or in a centralized place (Lu and Chen, 2022a).94

Despite promising results, waste identification through CV faces challenges95

due to real-world complexities, limited datasets, and errors resulting from vi-96

sual similarities between material packaging (Arbeláez-Estrada et al., 2023).97

Furthermore, brand identification in waste presents additional complexities;98

there are often more classes than for material identification, products of the99

same brand may appear different, product packaging changes over time, and100

new brands frequently enter and exit the market. In some cases, the ele-101

ments allowing brand identification consist of small details that can be easily102

occluded, and brand varieties vary from place to place, making dataset reuse103

difficult. These particularities require an agile approach to incorporate new104

classes into CV systems without assembling new datasets comprising mul-105

tiple variations of product waste. For these reasons and to the best of the106

authors’ knowledge, brand identification in waste has not been investigated107

for traceability in extended producer responsibility policies.108

Therefore, this article proposes a multimodal approach for waste brand109

identification that leverages package texts and visual features extracted with110

pre-trained models. It predicts the brand using a KNN model with a custom111
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distance based on the Levenshtein distance (Section 4.2.1). The advantages112

of the proposed method are that it requires only one sample per product for113

each brand to be identified, minimal model training is needed, and brands114

can be easily added, updated, or removed by creating synthetic samples. The115

main contributions of this article are as follows:116

i Construction of a dataset for brand identification in single-use packag-117

ing waste (Section 3.2).118

ii Proposal of an efficient data preparation pipeline for hyperparameter119

exploration (Section 4.1).120

iii Evaluation of three commonly used approaches for multimodal brand121

identification (Section 4.2).122

iv Proposal of an approach for brand identification in waste that can be123

trained using only a single image per product from each brand (Section124

4.2.1).125

v Conduction of ablation and deployment studies of the proposed ap-126

proach (Section 4.3).127

The article is structured as follows: Section 2 presents the state-of-art128

related to waste packaging traceability and brand identification using CV.129

The proposed work follows the CRISP-DM methodology, and the results of130

each stage are presented in Section 3 (Problem contextualization) and Section131

4 (Experimentation). Finally, conclusions are drawn in Section 5.132
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2. Related work133

This section explores two key areas within the field of waste manage-134

ment through the application of computer vision (CV) techniques: waste135

detection and classification and brand or logo detection. The former focuses136

on developing algorithms to identify and categorize various waste materials,137

while the latter addresses the challenge of identifying brands or logos within138

waste streams. These areas are essential for the proposed method outlined in139

this article, which focuses on efficiently identifying brands through advanced140

computer vision techniques.141

2.1. Waste detection and classification142

Different computer vision (CV) approaches in waste materials recognition143

have been proposed in recent years (Lu and Chen, 2022b). These proposals144

mainly aim to use simplified environments, artificially collected data, and CV145

algorithms that can consider the complexities of real-world scenarios related146

to industrial waste classification. Other proposals present experiments using147

datasets to establish a set of algorithms for waste detection. These algo-148

rithms aid in generating reference datasets that simplify the detection and149

classification of waste into possible waste categories such as bio, glass, metal150

and plastic, non-recyclable, cardboard/paper, and other unknown items (Ma-151

jchrowska et al., 2022).152

For instance, Liang and Gu (Liang and Gu, 2021) propose a multi-task153

learning framework based on a convolutional neural network to recognize and154
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locate wastes in images. Bobulski and Kubanek (Bobulski and Kubanek,155

2021) use deep learning to automatically separate plastic waste into four156

categories: PS (polystyrene), PP (polypropylene), PE-HD (high-density-157

polyethylene), and PET (polyethylene-terephthalate). The proposed system158

uses an RGB camera and a microcomputer with CV software. Shengping et159

al. (Wen et al., 2023) propose a deep-learning schema to achieve dynamic160

and real-time detection of plastic. The schema promotes the quality and161

efficiency of sorting. It combines the YOLOX (You Only Look Once) ob-162

ject detection model and the DeepSORT (Deep Simple Online and Realtime163

Tracking) multiple object tracking algorithm. Chu et al. (Chu et al., 2018)164

propose a multilayer hybrid deep-learning system to sort waste automatically.165

The system integrates a high-resolution camera to capture waste images and166

sensors to detect other useful feature information. Adedeji and Wang (Ad-167

edeji and Wang, 2019) propose a system to classify waste into different types,168

such as glass, metal, paper, and plastic.169

Kumsetty et al. (Kumsetty et al., 2023) from another perspective, seek170

to improve the quality of existing waste datasets using “transfer learning171

based models such as ResNet and VGG for fast and accurate classification.”172

Training, validation, and testing activities were conducted using TrashNet173

and TACO datasets. The accuracy achieved on TrashNet was 93.13% and174

16% on TACO.175

Other authors combine deep learning with the Internet of Things (IoT).176

For example, Wang et al. Wang et al. (2021) propose a waste manage-177
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ment system that uses the deep learning-based classifier and cloud computing178

technique to achieve high-accuracy waste classification at the beginning of179

garbage collection. Recyclable waste is divided into plastic, glass, paper or180

cardboard, metal, fabric, and other recyclable waste. Rahman et al. Rahman181

et al. (2022) utilize a microcontroller with multiple sensors, enabling control182

of real-time data from anywhere through an Android application. Sheng et183

al. Sheng et al. (2020) propose a waste management system by implementing184

sensors, LoRa communication protocol, and TensorFlow-based object detec-185

tion. The bin has several compartments to segregate the waste, including186

metal, plastic, paper, and general waste.187

Some works focus on applying machine learning and computer vision tech-188

niques to address various aspects of waste management and environmental189

issues. For instance, Ramirez et al. (Ramirez et al., 2020) present a one-190

shot learning-based classification for segregating plastic waste. Zhang et al.191

(Zhang et al., 2013) present a multi-resolution strategy effective for extracting192

the open-air informal municipal solid waste dumps. This article focuses on193

one-shot learning for classifying plastic waste, contributing to effective waste194

segregation. Finally, Iordache et al. (Iordache et al., 2022) concentrated on195

aerial surveillance stands out as a valuable alternative among methods used196

to spot littered areas.197
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2.2. Brand or logo detection198

Waste producer identification still needs to be explored mainly due to199

difficult conditions for brand recognition and the need for large datasets that200

vary from location to location and over time. Brand detection is a spe-201

cialization of object detection. It uses logos in different fields to identify202

trademarks in images or videos. Some AI platforms and research proposals203

address different approaches to discover which brands are most popular on204

social networks or most frequent in presenting products in the media, in-205

telligent transportation, and video advertising recommendation (Hou et al.,206

2023a).207

Detection of company logos is significant in object detection. However,208

Eggert et al. (Eggert et al., 2017) mentioned, company logos often appear209

incidentally in images rather than being the intended subjects. Consequently,210

they typically occupy a relatively small portion of the image. Thus, Eggert et211

al. conducted a theoretical analysis and derived a correlation between feature212

map resolution and the minimum detectable object size under the assumption213

of a perfect classifier (Eggert et al., 2017). In trademark compliance, Chen et214

al. (Chen et al., 2021) propose a robust and highly optimized logo detector215

that includes general object detection and data augmentation. The logo216

detection model was achieved from 515 categories in e-commerce images and217

includes features such as long-tail distribution, small objects, and different218

types of noise.219

Bombonato et al. (Bombonato et al., 2018) propose a real-time brand logo220
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recognition system. They experimented with different approaches based on221

the Single Shot MultiBox Detector (SSD). They used data augmentation and222

transfer learning to surpass the lower data issue and allow deeper networks.223

Bianco et al. (Bianco et al., 2017) propose a method for logo recognition224

using deep learning. They evaluated the effect on synthetic versus real data225

augmentation recognition performance and image pre-processing.226

Due to the high degree of unmonitored markets on social networks and227

other media that imply ubiquity, there is a phenomenon of unauthorized use228

of brands, especially their graphic images. Trappey et al. (Trappey et al.,229

2022) propose an intelligent system that integrates two models to detect,230

locate, and crop logos published online as images from product views or231

displayed on human models. The first model is responsible for logo detection232

and localization and crops similar trademark-like images from complex online233

product photos. The second model uses Yolo v4 to locate every cropped logo234

image and compares them with classes of registered trademarks.235

Sujuan Hou et al. (Hou et al., 2023b) review advances in logo applica-236

tion using Deep Learning across different fields. The main challenges identi-237

fied are (i) Small-sized logos, (ii) Images with diverse backgrounds, and (iii)238

Sub-branding, where products under the same umbrella brand have similar239

appearances. The future research directions include lightweight detection240

models, approaches for partially labeled data, video logo detection, tiny logo241

detection, methods for dealing with long-tail class distributions, and incre-242

mental addition of new brands.243
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Few-shot detection is a machine-learning technique that addresses sce-244

narios with limited labeled training data. Sujuan Hou et al. (Hou et al.,245

2023c) employ a traditional two-stage object detection model and propose246

a detection head for few-shot logo detection. Training is performed in two247

stages: the base model is trained with abundant data, and the fine-tuning248

model is trained with novel balanced k-shots classes. Mikhail Shulgin et al.249

(Shulgin and Makarov, 2023) propose a two-step, zero-shot framework. The250

first step involves training a universal YOLOv4 logo detector with a large251

dataset, and the second step uses a pre-trained CLIP model to classify the252

detected region in a zero-shot manner. Similarly, Mikhail Ermakov and Ilya253

Makarov (Ermakov and Makarov, 2022) also use a two-stage approach with254

a universal YOLOv5 logo detection model. The second stage utilizes a pre-255

trained feature extractor ensemble and a few-shot fine-tuned head to predict256

the brand.257

To the best of the authors’ knowledge, producer identification through258

brand identification in packaging waste has not been investigated. Although259

the identification of logos and brands has been previously explored, brand260

identification in packaging waste presents additional challenges, such as high261

deformations, self-occlusions, and a market where the graphical appearance262

of packaging constantly changes. Furthermore, we propose a novel approach:263

(i) using only one image per class for training and (ii) combining the text and264

graphic elements of the packaging to perform brand prediction. Additionally,265

this study performs a sensitivity analysis of its hyperparameters and a server-266
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side deployment analysis.267

3. Problem contextualization268

For this work, we used the CRISP-DM methodology, a process model for269

carrying out data mining projects (Wirth and Hipp, 2000). It includes the270

following steps: business understanding, data understanding, data prepara-271

tion, modeling, evaluation, and deployment. This section covers the phases272

of business understanding and data understanding. Data preparation, mod-273

eling, evaluation, and deployment phases are detailed in section 4.274

3.1. Business understanding: Extended Producer Responsibility and policies275

Performing proper waste separation at the generation site, before waste276

transportation, is a critical step for recycling (Alalouch et al., 2021). How-277

ever, waste separation is challenging for citizens as it is influenced by multiple278

factors, such as physical and socio-economic barriers, human behaviors, and279

other reasons (Oluwadipe et al., 2021). Therefore, automatic systems have280

been proposed to assist with waste separation. The separation process can281

be performed in two locations: (i) where the user directly disposes of their282

waste, where waste detection is usually conducted in a chamber (Longo et al.,283

2021), or (ii) in a centralized location, where the waste is sensed while be-284

ing transported on a conveyor belt (Mahat et al., 2018). In either of these285

two systems, the proposed method can be added to extract waste producer286

information, as most automatic separation systems use RGB cameras and287

pre-trained feature extractors (Arbeláez-Estrada et al., 2023).288

13



Extended Producer Responsibility (EPR) schemes have gained widespread289

adoption in recent years, particularly in Europe and other regions, signifi-290

cantly increasing material and energy recovery from waste streams (Dalham-291

mar et al., 2021). Researchers have increasingly recognized EPR as a poten-292

tial solution to the global plastic pollution problem, with studies focusing on293

its implementation and effectiveness in improving plastic waste management294

practices, particularly in densely populated regions like the European Union295

(EU) (Lorang et al., 2022).296

Pouikli (Pouikli, 2020) highlights several benefits of EPR: (i) The cre-297

ation of more efficient separate collection schemes for specific waste streams.298

(ii) The minimization of the burden on public budgets by shifting finan-299

cial responsibility for products’ end-of-life phases from local municipalities300

and public authorities to producers. (iii) The generation of separated, high-301

quality waste materials supports the development of secondary raw materials302

markets. (iv) The encouragement of producers to move towards eco-design303

innovations to reduce waste management costs. And (v) the promotion of304

technological and organizational progress and contribution to resource secu-305

rity by diversifying the material supply sources. Pouikli also mentions weak-306

nesses in implementing existing EPR schemes: (i) the lack of a harmonized307

definition and scope for EPR. (ii) There is no transparent information and308

fragmentation regarding cost coverage. (iii) The limited influence of EPR309

schemes on eco-design improvements. (iv) The inadequate control and mon-310

itoring mechanisms. And (v) the failure to accurately determine the number311
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of costs that should be internalized through recycling targets.312

The OECD (OECD, 2016) categorizes EPR instruments into four main313

types: (i) Product take-back requirements, which involve assigning respon-314

sibility to producers or retailers for end-of-life management of products. (ii)315

Economic and market-based instruments provide a financial incentive to pro-316

ducers to implement the EPR policy through several forms, including de-317

posit refunds, advance disposal fees, material taxes, and upstream combina-318

tion taxes/subsidies. (iii) Regulations and performance standards, includ-319

ing technical standards and minimum mandatory recycling rates. And (iv)320

information-based instruments aim to indirectly support EPR programs by321

raising public awareness via reporting requirements, labeling of products,322

and information campaigns for consumers about producer responsibility and323

waste separation.324

Some authors have reviewed and analyzed EPR cases in specific loca-325

tions. For instance, Gupt and Sahay in Gupt and Sahay (2015) review 27326

cases of EPR from developed and developing economies to ascertain its most327

important aspect. The results indicate that in developed countries, produc-328

ers carry a higher financial responsibility with little physical responsibility329

for recycling. Conversely, in developing countries, producers are more evenly330

tasked with financial and physical responsibility. EPR is very successful in331

developed economies, moderately successful in developing economies without332

an informal sector, and unsuccessful in developing countries with an informal333

sector. Particularly, the Colombian EPR focuses on Waste from Electrical334
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and Electronic Equipment (WEEE), such as batteries, bulbs, and computers.335

Consumers are responsible for separating the products from municipal solid336

waste and bringing them to the retailers. Retailers accept the used prod-337

ucts from the consumers for free and act as producer collection points. The338

scheme sets collection targets, including yearly increases and a medium-term339

target. There has been significant improvement in the collection rate, while340

the recovery continues to be limited.341

Nonetheless, the law only requires producers to assume responsibility342

for managing the end-of-life of packaging waste. Therefore, the actions or343

decision-making might be biased in how their brand moves through sorting.344

One alternative to improve that situation can be an intelligence classifica-345

tion model for packaging waste throughout its life cycle, which might drive346

another kind of decision-making.347

Governments and companies worldwide are including programs and laws348

in their strategic agendas to achieve Extended Producer Responsibility (EPR)349

(Watkins et al., 2017). It means that product manufacturers, importers, and350

brands assume financial responsibility and, in some cases, physical liability351

for the environmental impacts of their products throughout their product life352

cycle. Specifically, the EPR for containers and packaging requires producers353

to assume responsibilities for managing the end-of-life of their product con-354

tainers. Recently, (Somlai et al., 2023) presented an analysis of the Member355

States of the EU statistical reports on the generation of plastic packaging356

waste. It starts by exploring the quality of the reports based on the two357
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approaches used to calculate the generation of packaging waste: placed on358

the market and waste analysis. The findings revealed that EU members have359

different statistical approaches using other variables, leading to different re-360

sults. Factors such as parasitism, non-compliance, and insignificance can be361

detected, which cause weaknesses in the evaluation and, consequently, dis-362

tortion in the presentation of statistics on packaging waste. This behavior is363

because the producers have financial incentives to declare less than necessary.364

Baxter et al. (Baxter et al., 2022) analyze brand information and beach365

cleanup data from five locations in Canada to determine the efficacy of on-366

going single-use plastic (SUP) mitigation measures. Litter was collected,367

sorted, categorized, and recorded into the categories of brand, product de-368

scription, number of items collected, product use, and type of plastic. The369

results show that “six prevalent litter brands (Nestlé, PepsiCo, Coca-Cola,370

Tim Horton’s, Starbucks, and McDonald’s) comprise 45% of known branded371

litter collected for urban study locations and comprise 39% of branded litter372

collected in all study locations” and “that current Canadian SUP mitigation373

measures are likely insufficient to adequately reduce SUP leakage into natural374

environments.”375

Stanton et al. (Stanton et al., 2022) conducted a study in the United376

Kingdom based on citizen science on Anthropogenic Litter (AL - the one377

humans produce with our activity). The study identified vital materials,378

industries, brands, and parent companies associated with AL. The findings379

showed 63% plastic, 14% metal, and 12% composite materials. Most AL380
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(56%) were used as beverage and non-beverage containers. Of the branded381

AL, 26% was associated with The Coca-Cola Company, Anheuser-Busch In-382

Bev, and PepsiCo.383

Related to policies and regulations, Tumu et al. (Tumu et al., 2023) con-384

ducted a review of global EPR and recycling laws, considering regulations385

from the United States, European Union, and UK. The study found that386

countries with established plastic regulations and landfill bans have higher387

recycling rates. Similarly, Ya-Jun Cai et al. (Cai and Choi, 2019) per-388

formed a systematic review to identify innovative proposals related to EPR389

in five areas: policies, product design, process, supply chain, and technology.390

From policies, they identified three key elements for enhancing sustainabil-391

ity: (i) stopping illegal and informal recycling, (ii) forming alliances between392

countries, and (iii) evaluating policies with quantitative data. Additionally,393

several studies have focused on specific countries’ policies, such as those in394

China (Zhu et al., 2019), Germany and the UK (Ramasubramanian et al.,395

2023), Brazil (de Miranda Ribeiro and Kruglianskas, 2020), the USA (Nash396

and Bosso, 2013), and Colombia (Park et al., 2018), among others.397

3.2. Data understanding: Packaging waste brand dataset398

This study utilizes two datasets, named SRC (Source) and DST (Destina-399

tion), developed by the research team to analyze single-use food packaging400

waste from locally consumed brands (available in the BrandWaste reposi-401
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tory1). Each sample in the dataset consists of an image of the waste, a list of402

visible words from the packaging captured in the image, and its correspond-403

ing label, which is the brand intended to be predicted by the model.404

The SRC dataset comprises images of products taken before consumption,405

capturing all sides of the text, and is employed to train the models. Simi-406

larly, the DST dataset includes images, package texts, and labels but focuses407

on products after consumption. Various team members capture images for408

the DST dataset without any specific indication or restriction regarding the409

photos. Examples of images from the DST and SRC datasets are illustrated410

in Figure 1.411

SRC DST

Figure 1: SRC and DST dataset images with text extraction examples.

The datasets comprise 23 brands, each with various products. For ex-412

ample, there are images from three different products of the brand “Tosh”:413

two types of tea infusions and a cereal bar. Figure 2 displays the number of414

1https://github.com/juancc/OpendataWasteDatasets.git
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images for each brand, with different colors representing the products within415

each brand in the DST dataset. The DST dataset contains 1008 images and416

encompasses 38 products solely intended for model evaluation.417
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Figure 2: Distribution of images by brands and product references of the DST dataset.

4. Experimentation418

4.1. Data preparation419

The process of text extraction from the images of both datasets utilizes a420

CRAFT pre-trained model (Baek et al., 2019) for text detection and a Con-421

volutional Recurrent Neural Network (CRNN) pre-trained model (Zdenek422

and Caicedo, 2021) for text recognition. The text detection identifies image423

regions containing text, and the recognition model predicts the text within424

the detected regions. The text extraction model evaluated with 60 DST im-425

ages has an average of 4.1 missing words, 2.1 average Levenshtein distance,426

and three extra words. Most errors occur in texts with a vertical layout427
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in the text extraction model. A primary limitation of using a pre-trained428

recognition model is the presence of noisy text predictions, as it may not be429

tuned to the fonts or language used in the packages. Additionally, due to the430

nature of the problem, it is not feasible to train or fine-tune the text extrac-431

tion model within a highly dynamic product market with frequent rotations.432

Thus, the proposed approach is robust to small variations in the same words,433

making it suitable for a pre-trained text recognition model.434

Figure 3 illustrates the distribution of words per class. The DST dataset435

has an average of 55.5 words per class (dashed gray) with a Standard De-436

viation (SD) of σ = 66.4, while SRC has an average of 482.1 words per437

class (dashed red). SRC contains almost seven times more words per class438

on average than DST because SRC includes all the packages from all views,439

while DST’s texts are a subset of SRC. Consequently, most DST packages440

are highly deformed, and the words are self-occluded. Additionally, there is441

significant variation in the number of words per class, particularly noticeable442

in SRC. The longest class has 1173 words, and the shortest has 185 words.443

The variability in the number of words is highly dependent on the brand,444

primarily due to ingredient variations and importation information.445

The text extraction process for both SRC and DST is identical, except446

that in SRC, all product views from all references within one brand are447

merged into one sample. Consequently, in our case, the number of samples448

in SRC is 23. Additionally, an image without its background is added to the449

SRC dataset from the online catalog for each product reference. The data450
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Figure 3: The number of words in the SRC dataset is depicted in red, while the box plot
illustrates the distribution of the number of words in the DST dataset. On average, the
DST dataset contains 55.5 words per class (dashed gray), with an SD of σ = 66.4. In
contrast, the SRC dataset averages 482.1 words per class (dashed red).

augmentation and feature extraction discussed in the next section utilize451

these catalog images.452

The pipeline for constructing the test and train datasets consists of three453

steps: (i) data augmentation, (ii) feature extraction, and (iii) distance caching.454

This construction pipeline takes the described SRC and DST datasets as in-455

put. It returns the train and test datasets used in the modeling and evalua-456

tion stages of the CRISP-DM methodology.457

4.1.1. Data augmentation (DA)458

The training dataset consists of synthetically generated copies of the SRC459

samples. The process involves image transformation and random text sam-460
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pling. The applied image transformations include:461

1. Similarity transformations: rotation, translation, and scaling.462

2. Image blurring with a box filter of (4, 4) size and 0.5 probability for463

each image to be blurred.464

3. Vertical and horizontal image flipping.465

4. Image contrast adjustment: point-wise operation per image channel466

given by r(Ic − Īc) + Īc, where r is the random contrast factor, Ic467

represents the intensities in channel c, and Īc is the mean of the channel.468

5. Random background insertion: the resulting image C is obtained through469

the alpha matting operation: C = (1 − α)B + αF , where B is a ran-470

dom background chosen from either an image selected from (Lprdosmil,471

2022), Gaussian noise, or flat random color. The alpha channel α is472

generated from the catalog image F . Similarity transformations are473

also applied to the background images, and this augmentation is ap-474

plied to all images.475

6. Noise addition: zero-centered Gaussian noise with σ = 15 is added to476

the images with a 0.5 probability of occurrence.477

The transformations used to generate the synthetic copies aim to create478

viable variations due to waste position relative to the camera (transformation479

1), camera-associated distortions (transformations 2 and 6), lighting changes480
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(transformation 4), and adding variability to the dataset (transformations 3481

and 5). The parameters used in the transformations are defined based on482

the best results achieved in the exploratory tests.483

The text augmentations consist of random sampling from SRC texts to484

form a fixed-length list of 200 words per observation. The number of words485

selected is based on approximating the SRC class with the fewest words.486

Both image and text augmentations occur offline to reduce training time.487

Therefore, the training dataset comprises synthetically generated random488

copies of the SRC dataset.489

4.1.2. Feature extraction490

The image features correspond to a 2048-length vector composed by the491

global average pooling of the last convolutional layer of a ResNet50 model492

pre-trained on ImageNet (He et al., 2016). In this process, an image is passed493

through several convolutional blocks. Finally, the average is computed along494

the channel axis of the feature map volume returned by the last convolutional495

block. These features are extracted from the synthetic images created with496

the data augmentation (DA) and stacked together in a matrix for the next497

step (Section 4.1.3). This study refers to them as CNN (Convolutional Neural498

Network) features.499

Text extraction features only apply to the Bag-of-Words (BoW) Neural500

Network (NN) model (Table 1). A vocabulary is generated consisting of the501

unique words found in the texts of all the brands from SRC. A word is added502
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to the vocabulary if its length is greater than 3 and it is not a number. The503

vocabulary is then used to extract features that describe a text. Thus, the504

text features of a sample comprise a vector of size equal to the vocabulary,505

containing the number of times (frequency) each word from the vocabulary506

appears in the text. In order to account for slight variations between two507

words that are essentially the same but may differ due to text extraction508

errors, plurality, or gender variations, the Levenshtein distance is used.509

The Levenshtein distance (Levenshtein et al., 1966) is the minimum num-510

ber of operations (insertions, deletions, and replacements) needed to trans-511

form a word V into W at their corresponding character positions a and b, de-512

noted as dL(V,W ). Equation 1 represents the Levenshtein distance between513

V and W , and it can be computed using dynamic programming (Wagner514

and Fischer, 1974).515

dL(aV, bW ) =


dL(V,W ) if a = b

1 + min (dL(V,W ), dL(aV,W ), dL(V, bW )) otherwise

(1)

Therefore, the text feature vector C of a synthetic sample used in BoW516

models is the distribution of vocabulary words V = {v0, . . . , vj} in the ran-517

dom words of the synthetic sample W = {w0, . . . , wi}. To compensate for518

slight variations in words, the Levenshtein distance is used. If the distance519

exceeds the threshold value t, a +1 is added at the corresponding position j520
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of the vocabulary list, as shown in Equation 2.521

C(j) =


+1 if dL(Wi, Vj) > t

0 otherwise

(2)

The feature extraction takes place offline, resulting in a matrix with a522

height equal to the number of synthetic copies and a width equal to the523

length of the concatenated features.524

4.1.3. Distance caching525

In order to minimize the time required to perform the ablation studies,526

the distances between the DST dataset and the training dataset are precal-527

culated. Two matrices are computed: (i) a visual features distance matrix,528

which represents the L2 distance between the 2048-dimensional vectors ex-529

tracted with the ResNet50 model, and (ii) the text distance matrix, which is530

composed of distances d between the two lists of words (l(1), l(2)) of training531

and DST samples. The distance is computed as the sum of the minimal532

Levenshtein distances between each word of l(1) and l(2) (Equation 3). The533

median of the CNN distances is 46, and the text distance is 54.534

d
(
l(1), l(2)

)
=

m∑
j

min
n∑
i

dL

(
l
(1)
j , l

(2)
i

)
(3)

4.2. Modeling: Wastes brand identification strategy535

The approach taken to modeling is to first test different Machine Learning536

(ML) techniques in a simplified case of predicting ten brands. Later, ablation537
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studies are performed on the most promising ML techniques. Therefore,538

this section describes the initial model approaches explored in this study.539

Table 1 presents the evaluation results on the DST dataset of each model540

alternative, ordered by F1-score macro. The F1-score is the harmonic mean541

between precision and recall by class, and the macro F1-score is their average542

value. The exploration tests perform multiple model configurations with543

different hyperparameters; the best ones are reported. The term “encoding”544

refers to transforming images and texts into numeric values used as input for545

the models. The different encodings correspond to three different scenarios:546

using only image features, using only textual features, and using both. The547

exploratory tests consider two ML techniques (see Table 1): feedforward548

Neural Network (NN) and K-Nearest Neighbors (KNN). Each approach is549

identified by its respective ID. The exploration tests involve using different550

encoding types to convert the texts and images into suitable forms for training551

the models. Thus, both model alternatives take as inputs the features and552

distance matrices described in the previous Section 4.1. The performance553

of each model is compared by evaluating the macro F1-score on the DST554

dataset.555

Table 1: Initial modeling approaches exploration evaluated in DST with 10 brands.

ID Architecture Encoding F1-score Acc.
K-LC KNN Levenshtein, CNN 0.81 0.81
K-L KNN Levenshtein 0.72 0.72
N-BC NN BoW, CNN 0.66 0.69
N-W NN Words Embedding 0.61 0.61
N-C NN CNN 0.58 0.61
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4.2.1. KNN556

KNN predicts the brand of a DST observation by finding the mode of the557

brand of the K nearest synthetic observations. The brute-force algorithm is558

used to find the nearest samples. Using the pre-calculated distance matrices,559

this is achieved by sorting each row by the lowest value and finding the560

mode of the first K corresponding labels. The data encoding for the KNN561

model utilizes the Levenshtein-based distance for text encoding and the CNN562

feature extraction for image encoding, as described in Section 4.1.3.563

The KNN tests explored the results of using a weighted combination of564

the two distance matrices, such that the resulting distance is D = αA+ βB,565

where A is the visual features distance and B is the distance of the texts. The566

α and β control the balance between text and visual features. Thus, β = 0567

means only visual information is used for prediction. In our preliminary568

test, we used only visual information, which led to poor model performance.569

Therefore, for the rest of the experiments, we set β = 1 and use α to tune570

the balance of features.571

Table 1 presents the results of the exploratory tests with α = 0 (K-L) and572

α = 3 (K-LC), using a training dataset composed of 4000 synthetic samples573

(400 random copies of each class) and K = 5. It is worth highlighting that574

the text-only KNN achieves a higher F1 score than the visual model alone,575

but when they are combined, the best models are achieved by using higher576

α values.577
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4.2.2. NN578

The preliminary tests explored three NN variants, each consisting of a579

two-dense-layer NN model (head) on top of three different encoding methods580

(see Figure 4). The variants also include a Dropout operation with a percent-581

age of 0.5 applied to their input features to mitigate the overfitting generated582

by using only one sample per class for training. Figure 4 shows the diagram583

of the explored NN model variations, where the three variants use different584

input data as commonly employed. The subsequent section describes each585

explored variant in detail. The exploratory tests considered different hyper-586

parameters for each variant and reported the ones with the highest scores on587

the DST dataset (Table 1).588

Text Input

Word Embedding

Global Average Pooling

Dropout

Neural Network

̂y

(N-W)

CNN

Batch Normalization

Dropout

Neural Network

̂y

(N-C)

[BoW, CNN]

Batch Normalization

Dropout

Neural Network

̂y

(N-BC)

Attention

Figure 4: Diagram of three NN variants architectures explored during initial tests of
predicting 10 brands. Table 1 presents the results in DST dataset.

The N-BC model (Figure 4) utilizes the concatenation of the CNN and589

BoW features (Section 4.1.2) to simultaneously use vector-encoded visual590

and textual features. The model includes an Attention layer that performs an591

element-wise multiplication between a mask and the model’s inputs. A dense592

layer with Sigmoid activation learns the mask values. The first dense layer of593
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the model’s head has 128 units, and the model achieved an accuracy of 0.69594

and an F1-macro score of 0.66 on the DST dataset. This approach allows595

the model to learn connections between specific words and image patterns596

directly and determine which connections are more relevant for predicting597

the brand.598

N-W is the next best-performing model on the DST dataset (accuracy599

of 0.61 and F1-macro score of 0.61). This NN variant uses word embedding600

encoding, where a fixed-length representation of the input words is produced601

by learning encoding parameters during the model’s training. The channel-602

wise average of the densely encoded words feeds the NN model’s head. The N-603

W model utilizes a vocabulary of 5000 words with 28 embedding dimensions604

and a head with 128 intermediate dense units. Using a word embedding605

approach, the model learns text encoding during training, in contrast with606

the other types of text encoding used in this study (BoW and Levenshtein-607

based).608

The last variant, N-C, follows the traditional approach for image classi-609

fication with Deep Learning. This approach involves placing a custom head610

on top of an ImageNet pre-trained feature extractor. The best configura-611

tion achieved for this approach includes a training batch size of 8, a learning612

rate of 0.001, and 256 intermediate dense head units (accuracy of 0.61 and613

F1-macro score of 0.58).614

The training of the three variants uses the Adam optimizer (Kingma and615

Ba, 2014), with categorical cross-entropy loss and 0.1 label smoothing (Müller616
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et al., 2019). Additionally, 10% of the training dataset is used for validation617

split.618

4.3. Evaluation619

Based on the exploratory tests, the most promising model is KNN because620

it achieved the best score and possesses additional properties that align with621

the project requirements. The KNN model does not require intense training622

like the other alternatives, and it is easy to add, update, or remove a brand623

simply by modifying the synthetic copies of the model. Therefore, the next624

sections present a further examination of the KNN model.625
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Figure 5: In A: Confusion matrix normalized by row showing the model performance
on the DST dataset with 23 classes. The y-axis represents the true labels, and the x-
axis represents the model’s predictions. Model hyperparameters are k = 17, SRC model
samples: 11000, and α = 5. In B: Examples of images of brands with lower performance.
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The model is evaluated on the entire DST dataset, which comprises 23626

brands (Figure 2), using the macro F1-score metric. Figure 5 shows, in (A),627

the confusion matrix of the model evaluation on the DST dataset normalized628

by row. The class with the worst results is “Galletas Dux”, which has an629

F1-score of 0.27. It was mostly confused with three other brands: “Club630

Social”, “Festival”, and “Kryzpo”. This could be due to their packaging631

texts being similar, as indicated by our proposed distance metric (Figure 8,632

lower distances), and some of them visually resembling each other (see part633

B in Figure 5).634

The evaluation shows balanced results in terms of average precision (0.78)635

and recall (0.74) and, consequently, in the F1-scores (0.75) in the DST dataset636

with 23 classes. Table A.2 in the Appendix presents the detailed evaluation637

report per class.638

In order to understand the model’s behavior, this study performed an639

exploration of the model’s hyperparameters. Grid search was used as the ex-640

ploration method with 3 hyperparameters for the models: (i) K, the number641

of nearest neighbors used for prediction, (ii) samples, the number of synthetic642

samples composing the KNN model, and (iii) alpha (α), which controls the643

balance between visual and textual features (Section 4.2.1). Figure B.9 in644

Appendix shows the hyperparameter exploration process.645

The results of the hyperparameter exploration show that concerning the646

α value, relying too heavily on either visual or textual features is detrimental647

to the model performance, but over-relying on textual features has a greater648
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negative impact. On the other hand, K and samples are related to having649

more samples, allowing for more possible variations. With a higher K, more650

samples are considered for making predictions. In our case, the optimal zone651

is around 11000 samples, equivalent to ∼ 478 copies per class, with K = 17652

and α = 5.653

To the best of the authors’ knowledge, the proposed method is the first654

to apply brand identification to waste. Therefore, Table 1 presents a com-655

parison with commonly used approaches for reference. However, to provide656

context, compared to other few-shot approaches discussed in Section 2.2, our657

proposal achieved an F1-score of 75 with 25 classes. For comparison, Bhu-658

nia et al. (2019) obtained a Mean Average Precision (mAP) of 66.8 on the659

FlickrsLogos dataset with 12 testing classes; (Hou et al., 2023c) reached 74.4660

Average Precision (AP) with 10 novel classes in the FlickrLogos-32 dataset;661

Ermakov and Makarov (2022) achieved 85.83 average accuracy with a five-662

shot approach in logo classification on the FlickrLogos-32 dataset; and Liu663

et al. (2021) achieved 78.6 accuracy in logo classification on clothes that have664

similar properties to plastic packaging (e.g., deformable) but used the entire665

training dataset. It is important to note that these results cannot be di-666

rectly compared, as they involve different vision tasks (e.g., logo detection),667

evaluation metrics, numbers of classes, and domains. On one hand, detection668

tasks are more complex because they require predicting the coordinates of the669

bounding box. On the other hand, waste presents different challenges, such670

as high appearance variation due to deformation and contamination, the ab-671
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sence of logos—a highly recognizable packaging feature—in most cases, and672

the similar appearance of classes within the same category.673

4.4. Deployment: Ablation studies674

The ablation studies consider three tests: a server load test, model be-675

havior with adding new classes, and class separability.676

4.4.1. Load server test677

The load server test analyzes the prediction time on a “production” server678

of the KNN model without considering the feature extraction. Table C.3 in679

Appendix presents the server’s technical specifications for load tests. The680

test involved measuring the model response time with different model sizes681

(number of synthetic samples). Figure 6 presents, in blue, the time required682

to predict 200 DST samples on one server core depending on the model size683

(number of synthetic samples), where the size of each sample represents the684

number of words. The black dashed line indicates the average prediction685

time. The average time to predict 10 DST samples in parallel by the server686

cores is shown in red. The parallel prediction is achieved by dividing the687

samples to predict the number of server cores.688

The median prediction time with a model of 400 copies per class is 28.3s689

per core. The sample with the shortest execution time was 0.09s, while the690

sample with the longest execution time was 397.9s. The variation in predic-691

tion time for each DST sample is explained by the difference in their number692

of words. The number of words depends on the total words of the pack-693
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Figure 6: Server time response predicting 200 DST samples. The blue circles represent
each DST sample, and their size represents the number of words.

aging and the occlusion due to deformation or photo point of view (Figure694

3). This time could be controlled by fixing the number of words the model695

uses to predict. Nevertheless, this strategy could impact the model’s perfor-696

mance. Additionally, two strategies could optimize the prediction time: (i)697

the dynamic programming of the Levenshtein distance computation directly698

influences the prediction. This could be improved mainly by parallelizing on699

the GPU (Castells-Rufas, 2023). (ii) Using non-exact KNN approaches such700

as KD-trees that split in half the search space, as the proposed method uses701

many synthetic copies.702

4.4.2. Model behavior with the addition of new classes703

An important characteristic of brand identification in waste is that brands704

are continually changing, whether due to the creation or disappearance of705

brands or updates to the packaging appearance of products. Therefore, this706
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analysis tests the variation of the F1 score by adding new classes.707

Figure 7 presents the mean difference by adding new classes to the same708

hyperparameter model (copies per class: 500, K = 17, and α = 5). The709

addition of classes is performed by adding the synthetic samples of the new710

class to the KNN model. The results show a standard deviation of the F1-711

score of σ = 0.05 and a mean F1-score of 0.762. The highest value was712

reached with 12 classes at 0.84, and the lowest with 19 classes at 0.70. It is713

worth noting that with the addition of new classes, the model size and the714

prediction time increase.715

Table 1

No. Classes F1-score Average F1-score mean dif.

10 0.817531605645383 0.761520318834315 0.056011286811068

11 0.827663740418055 0.761520318834315 0.06614342158374

12 0.839481764589614 0.761520318834315 0.077961445755299

13 0.801557026244928 0.761520318834315 0.040036707410613

14 0.78475075119738 0.761520318834315 0.023230432363065

15 0.785821546974867 0.761520318834315 0.024301228140552

16 0.746918264048809 0.761520318834315 -0.014602054785506

17 0.721571281705295 0.761520318834315 -0.03994903712902

18 0.722076797701276 0.761520318834315 -0.039443521133039

19 0.700285399414981 0.761520318834315 -0.061234919419334

20 0.709050990234223 0.761520318834315 -0.052469328600092

21 0.728812316973717 0.761520318834315 -0.032708001860598

22 0.734357153408911 0.761520318834315 -0.027163165425404

23 0.741405825122964 0.761520318834315 -0.020114493711351

-0.08
-0.06
-0.04
-0.02

0
0.02
0.04
0.06
0.08

Number of classes
10 11 12 13 14 15 16 17 18 19 20 21 22 23

F1-score mean dif.

1

Figure 7: Mean difference in F1-score on the DST dataset by progressively adding classes,
starting from 10 classes, while fixing the hyperparameters (copies per class: 500, K = 17,
and α = 5).

The results of the model behavior by adding new classes (Figure 7) sug-716

gest no direct link between adding more classes and reducing the model717

performance. Instead, the performance is affected by the fixed model hyper-718

parameters that need to be tuned for each target class. Although the pro-719

posed method uses only one image per class for training, real images are still720

required for optimal hyperparameter selection and model evaluation. How-721
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ever, compared to traditional DL approaches, the burden of dataset building722

is minimal, as only evaluation/validation images are required, and there is723

no need for text labeling, as the proposed approach can use pre-trained text724

extractor models.725

4.4.3. Class separability726

The class separability is analyzed by comparing the texts between the727

brands using the KNN text distance (Equation 3). Figure 8 presents the728

results of the class separability, where a lower value indicates that, according729

to the model distance, the texts of the brands are similar.730

Because the proposed distance is non-commutative, the distance between731

two classes is computed as the average of the distances in both directions732

(d(A,B) and d(B,A)) of the texts of classes A and B. The three most733

difficult classes to differentiate, calculated by the lower value of their column734

sums, are: “La Especial” (F1-score 0.80), “Minichips” (0.57), and “Galletas735

Dux” (0.27). The easiest classes to differentiate by the text descriptions736

are: “Equori” (F1-score 0.84), “Piazza” (0.86), and “Trululu” (0.73). This737

analysis matches 3 of the least separable classes out of the 5 brands with the738

lowest F1-scores in the model evaluation described in Section 4.3.739

One of the main concerns with using text descriptors for food packaging740

classification is the potential similarity among texts, as many package texts741

list ingredients. The analysis of text separability provides insight into the742

theoretical separability of packages based on their texts and can help identify743
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Figure 8: Text distance (Equation 3) between SRC brands. Each brand comprises all
the package texts; thus, this matrix shows the theoretical separability between the brands
based on their texts.

challenging classes. However, it is important to note that this analysis offers744

only a partial view of the potential model performance, as our approach745

utilizes visual and text features.746

5. Conclusions747

EPR policies are fundamental in encouraging companies to create more748

environmentally friendly products, and these policies depend on obtaining re-749

liable information throughout the entire product life cycle. However, obtain-750

ing the brand of wasted packages is difficult. In this research, an approach751

for obtaining producer information through images of waste packaging is752

proposed. This approach can be integrated into automatic waste separation753

systems already used for recycling. Brand identification is complicated due754
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to the characteristics of waste and the dynamic nature of the product market.755

While vision-based systems are already being used to classify waste materi-756

als, performing waste brand identification poses challenges, primarily due to757

the large labeled datasets required by current solutions.758

We propose a multimodal approach for waste brand identification that759

relies on only one “real” sample per brand and achieves a macro F1-score of760

0.75 with 23 brands and 38 product references (Section 4.3). This approach761

utilizes package texts and visual features extracted with pre-trained models.762

It predicts the brand using a KNN model with a custom distance based on763

the Levenshtein distance (Section 4.2.1).764

The proposed method generates synthetic random copies of real samples,765

which form the basis of the KNN model. Therefore, three hyperparame-766

ters control the performance of the model: the number of synthetic samples,767

the number of nearest neighbors (K), and an alpha (α) value that regu-768

lates the balance between visual and textual features. Since the KNN model769

comprises synthetic samples, the number of copies used to create the model770

directly impacts prediction time. Similarly, like the other hyperparameters,771

its ”optimal” value depends on the number of brands and their characteris-772

tics. However, the most influential factor in prediction time is the number of773

words in the waste package (Figure 6).774

Packaging texts are fundamental descriptors of model performance and775

can be used to assess brand separability and identify difficult classes in ad-776

vance by analyzing their distances (Section 4.4.1). Although this only pro-777
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vides a partial view of the model as it only considers textual features, an-778

alyzing distances allowed us to identify 3 out of 5 of the worst-performing779

brands.780

Additionally, this study explored Neural Network architectures with 3781

text encoding types. However, not only was the KNN model superior in782

performance, but it also better met the project requirements regarding brand783

addition, removal, or updating. With the proposed approach, a brand can784

be added or removed from the KNN model by modifying the synthetic copies785

of the model. In our experiments of progressively adding 14 classes with the786

same model hyperparameters, the standard deviation of the F1-score was787

σ = 0.05 and a mean F1-score of 0.762.788

This study demonstrates the feasibility of brand identification on packag-789

ing waste for EPR traceability without the burden of acquiring large datasets.790

Using only one image per product of each brand and virtually no training,791

the proposed approach allows for easily adding or updating products and792

brands. Additionally, this study constructed a dataset for waste brand iden-793

tification that is publicly available, and evaluated commonly used approaches794

for brand classification.795

The main limitations of the proposed approach are: the large number of796

synthetic samples per brand needed to achieve good performance, the combi-797

natorial nature of text distance calculation, and that although the proposed798

approach uses only one ”real” sample for training, this study uses labeled799

target images for model evaluation. These labeled target images would be800
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necessary for model evaluation or cross-validation in a real scenario.801

Further work could focus on deeper visual features and text extraction802

integration with the KNN model. For example, exploring using the same803

feature extractor for both models could enhance integration. Additionally,804

the prediction time of the KNN model could be improved by investigating805

approximate nearest neighbor search alternatives. Moreover, model perfor-806

mance could be enhanced by employing a more accurate text extractor model.807
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Appendix A. KNN evaluation report on DST dataset1006

Table A.2: Report of model performance on DST dataset with 23 classes. Imgs. is the
number of images for each class.

Precision Recall F1-score Imgs.

Equori 0.74 0.97 0.84 40
Tosh 0.96 0.84 0.90 63
Jet 0.89 0.63 0.74 49
Oka Loka 0.72 0.72 0.72 40
Piazza 0.82 0.90 0.86 40
Kattakao 0.82 0.80 0.81 45
Chocorramo 0.68 0.82 0.74 39
Detodito 0.93 0.72 0.81 39
Galletas Dux 0.19 0.49 0.27 41
La Especial 0.85 0.77 0.80 43
Alpina 0.80 1.00 0.89 43
Choclitos 0.80 0.82 0.81 39
Chokis 0.70 0.81 0.75 43
Club Social 0.76 0.52 0.62 42
Del Valle 0.98 0.80 0.88 65
Festival 0.52 0.36 0.43 44
Kryzpo 0.82 0.44 0.57 32
Minichips 0.59 0.55 0.57 31
Nuthos 0.95 0.83 0.88 64
Quaker 0.96 0.86 0.91 51
Speed Max 1.00 0.78 0.88 36
Tostacos 0.80 0.92 0.85 38
Trululu 0.78 0.68 0.73 41

Accuracy 0.75 1008
Macro avg. 0.78 0.74 0.75 1008
Weighted avg. 0.80 0.75 0.76 1008

Appendix B. Hyperparameter exploration results1007

Figure B.9 shows the results of the hyperparameter exploration. Each1008

circle represents a model instance, and the color scale indicates the macro1009
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F1-score evaluated on the DST dataset. Each model instance is the best of1010

25 tries with the same hyperparameters but with randomly selected synthetic1011

samples.1012
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Figure B.9: Grid search exploration of α, number of copies, and k model hyperparameters.

Appendix C. Load test server’s technical specifications1013

Table C.3: Server Load test specifications

Architecture x86 64
Cores 8
vCPU 16
Sustained clock speed (GHz) 3.6
Threads per core 2
Memory (GiB) 32
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