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Abstract— Vehicle platooning is expected to significantly in-
crease road utilization while reducing transport cost and driver
fatigue. Of course, the larger the platoon size the higher the
efficiency. However, long platoons generate challenging road
conditions when, for instance, platoons must allow for cross
traffic at intersections, roundabouts and highway junctions. In
this paper, we study the performance of platoons that split and
merge in response to the traffic and road context. We propose
PLATO, an edge-based control system to efficiently manage the
resulting set of coordinated sub-platoons, which acts as a platoon
of platoons, i.e., a multi-platoon. We analyze costs and benefits of
a multi-platoon by means of analysis and realistic simulations.
We show that what is most critical for good performance is the
coherence of the instructions received by individual platoons, and
the optimal adaptation of the number of sub-platoons in response
to the changing road and traffic conditions.

Index Terms—Adaptive multi-platooning; Cellular network;
MEC; Optimization; Simulation

I. INTRODUCTION

Coordinating the maneuvers of vehicles to form platoons
is becoming a reality, with a growing market fostered by
freshly sprouting commercial applications [1]. The reason why
platooning is attracting the attention of researchers and logistic
companies is that it is an application of automated driving
that promises to lower transport costs and driver stress, while
improving road utilization, hence reducing congestion.

While the idea of platooning first appeared in the 70s [1],
[2], it has become viable only in the last few years, thanks
to the rise of advanced traffic management systems (ATMS)
and autonomous driving. Making a platoon stable in terms of
inter-vehicle distance proved to be a challenging task requiring
low-latency communications between vehicles. For this reason,
platooning control is normally seen as a vehicle-to-vehicle
(V2V) application, although vehicle-to-anything (V2X) com-
munications have been considered as well, for instance with
road-side units (RSUs) deployed along the road to provide
connectivity and computing [3].

What is challenging and needs to be addressed urgently is
how to support platooning at scale. One aspect of scaling
consists in managing long platoons, for which V2V com-
munications might soon become insufficient due to limited
bandwidth resources and latency when multi-hop wireless
paths must be used [4]. A second aspect is cross-platoon
control, which becomes necessary when many platoons share
the same road. For instance, platoons need to coordinate at
highway junctions, in order to allow merging, or leave space
for vehicles to reach the exit.

We address these challenges by proposing a two-tier pla-
tooning control system assisted by the cellular infrastructure.

Such a control system, which we call PLATO (Platoon Lay-
out Architecture for Traffic Optimization), handles multiple
platoons and instructs them to merge or split with carefully
designed smooth and safe transitions and depending on road
traffic conditions. We focus on the simple case of a group
of vehicles that travel together, although they can split in
several subgroups, each of them organized as a legacy platoon,
and the ensemble moving as a platoon of platoons. We call
this structure a multi-platoon formed by sub-platoons, and we
remark that sub-platoons are not fixed in shape, number of
vehicles and distances maintained with other sub-platoons, but
flexibly adapt to the dynamics of road demand.

PLATO is the first proposal for multi-platoon control, and
its purpose is to harvest the potentiality of edge computing in
cellular networks to build a system in which multiple back-to-
back platoons can interact and coordinate under ideal opera-
tional conditions. However, building a full-fledged intelligent
transportation system for the control of vehicles over multiple
lanes, as well as its interaction with manned vehicles, is out of
the scope of this work and will require further investigation.

As discussed in a preliminary conference paper [5] and
depicted in Fig. 1, our PLATO architecture defines new virtual
network functions (VNFs) to handle multi-platoon and vehicle
status information and to issue driving instructions. Each sub-
platoon has a dedicated VNF controller (the platoon controller)
and all platoon controllers are coordinated by one multi-
platoon controller VNF, so as to coherently instruct sub-
platoons and keep the platoon of platoons stable.

While an initial assessment of PLATO’s performance was
presented in our preliminary conference paper [5] using a
detailed home-grown simulator based on SUMO [6], here
we focus on cost and benefits of dynamically reconfiguring
the multi-platoon into sub-platoons as a consequence of road
traffic conditions and constraints. For that purpose, we define
a refined platoon utility function that weights road utilization,
fuel costs, and connectivity and computing overheads.

Besides pointing at the fact that sub-platoon controller
VNFs must be instantiated close to the multi-platoon VNF,
our results show that optimizing the dynamics of multi-
platoons is a non-linear problem that involves the evaluation of
multiple intertwined configuration parameters, as well as the
mechanical constraints of the vehicles involved in the multi-
platoon, and the presence of other road users.

The main contributions of this paper are:

• the design of a control system, named PLATO, to effi-
ciently manage and coordinate multi-platoons as a func-
tion of variable road traffic conditions, target cruising
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Fig. 1: PLATO’s control architecture.

speeds and junction crossing, relying on 3GPP-defined
5G-edge communication and computation mechanisms;

• a utility function accounting for costs and benefits of
multi-platoon dynamic reconfiguration, which improves
the static solution of our previous conference paper [5];

• the formulation and solution of the Multi-platoon Re-
configuration Problem (MRP) that maximizes the utility
function and provides the optimal multi-platoon con-
figurations and harmonized maneuvering coordination
instructions to both preserve the platoon benefits and
allow for cross traffic at highway junctions;

• an extensive performance evaluation using a full-fledged
simulator based on OMNeT++ and SUMO, showing the
effectiveness of PLATO and validating the optimality of
the solution of MRP’s solution.

Through the analysis, we show that it is possible to augment
classical platoon controllers to smoothly and safely manage
any multi-platoon reconfiguration with timing guarantees in a
wide variety of road traffic and communication conditions.

The remainder of this article is organized as follows. Sec-
tion II discusses related work. Section III introduces PLATO
and discusses its overheads, whereas we define the general
structure of costs and benefits of multi-platooning in Sec-
tion IV. Section V analyses the dynamic behavior of multi-
platoons traveling along a highway junction, and Section VI
discusses the corresponding optimization. We evaluate PLATO
in Section VII and conclude in Section VIII.

II. RELATED WORK

Platooning is meant to improve road utilization and reduce
fuel consumption thanks to the drag reduction effect, which
has been evaluated in wind tunnels [7], [8] and on the road [9],
showing gas saving of as much as 12%. However, the exact
fuel saving of an individual vehicle changes with its position in
the platoon [8], [9]. In addition, platooning enhances traveler’s
comfort and increases safety [10], [11]. As such, it was
the subject of several research efforts, including the Euro-
pean Commission Horizon 2020 ENSEMBLE research project
(ENabling SafE Multi-Brand pLatooning for Europe) [12].
A recent comprehensive overview of platoon coordination
approaches is provided by [13].

Platoon control architecture and communication – Most
existing proposals rely on V2V (typically through IEEE
802.11p) or V2X (typically with dedicated short-range com-
munications as defined by 3GPP) for inter-vehicle communi-
cations [10], [14], [15], [16], [17], [18]. In those papers, the
authors unveil the need for integrating control and commu-
nication functions, otherwise maintaining short inter-vehicle
distances becomes impossible, especially as the platoon size

grows. In particular, in [17] a theoretical model of platoon
message delays has been presented, providing the community
with reference values for performance evaluation of 802.11p
technology. What was also observed in those works is that,
under some circumstances, and due to communication delays,
the error on inter-vehicle distance can become larger and
larger towards the tail of the platoon. When instead such error
remains stable, the platoon is said to be string stable, and
the most challenging problem becomes to control the distance
between the leader and its first follower, the other vehicles
observing smoother variations and smaller control errors.

The above works highlight that radio interference, shad-
owing and multi-hop transmissions with V2V cause string
instability in the case of long platoons. In contrast, broadband
cellular networks like 5G provide better support and can
even be used to enable the virtualization of the platoon
controller outside the platoon, e.g., at the edge of the cellular
network [19], [20], [21], [22]. In this work, we follow this
research stream and design PLATO to work as an ensemble
of chained VNFs in a vehicular edge computing (VEC) frame-
work, e.g., enabled by the Radio Access Network (RAN), V2X
and Multi-access Edge Computing (MEC) entities as defined
by 3GPP [23].

Multi-platooning – The concept of multi-platooning is
not new. It has been proposed and studied in the context
of V2V or by using cellular resources plus RSUs deployed
along the vehicle path [4], [5], [24], [25], [26]. In addi-
tion to raising communication issues, multi-platooning poses
challenges in controlling vehicle maneuvers [25], [27], [28],
[29]. In particular, [4] compares the 3GPP evolved multime-
dia broadcast multicast service (eMBMS) to device-to-device
(D2D) technologies for multi-platooning, and claims that the
desirable solution is a form of multicast D2D. [26] proposes
to use legacy V2V within each platoon, while the RAN
should provide support to coordinate all platoons centrally,
via an ATMS controller. Similarly, Rubin et al. [24] develop
a traffic management multi-platoon solution based on V2V
communication and show that there exists a fundamental
trade-off between the maximization of road utilization and
networking latency. Our proposal is different because PLATO
has a two-tier control architecture relying on two layers of
VNFs that run on edge computing resources. PLATO takes
full advantage not only of the negligible interference in the
RAN and in the backhaul connecting VNFs, but also of the
geographic scalability of edge resources. This makes PLATO
ready for integration within the vehicular networking vertical
of 5G and with any edge/cloud-based intelligent transportation
systems.

Multi-platooning maneuvering – Maneuver planning and
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platoon reconfiguration were studied to handle different traffic
situations, such as vehicles joining/leaving platoons, obstacle
avoidance, and traffic optimization [30], [31], [32], [33]. In
particular, [30] provides an overview of the main solutions for
managing platoon merging and splitting. Firoozi et al. [31]
propose a hierarchical architecture for managing multi-lane
platoons composed of three layers: a centralized traffic oper-
ation system that collects traffic status information, an offline
decision-maker that produces maneuvering instructions based
on configurable motion primitives, and an on-board path-
follower. Moreover, in [32] a multi-lane platooning algorithm
coordination is proposed. The decision-making is performed at
both strategic mission level and tactical motion level, resulting
in precise trajectories that vehicles have to follow to meet a
specific goal. Similarly, the strategic goal we address is to
determine the best multi-platoon configuration by taking into
account different traffic and road conditions in a highway
scenario. Ibanez et al. [33] proposes a methodology for
synchronously managing roundabouts to maximize the traffic
and avoid stops by grouping vehicles into platoons when they
reach the roundabouts. Unlike [31] and [32], our approach
is to design a centralized controller that imposes a common
acceleration pattern to achieve a smooth splitting and merging
of platoons by relying on MEC and 5G for timely delivering
instructions. Compared to [33], our multi-platoon solution
preserves the platoon formation across highway junctions and
provides optimal multi-platoon configurations to satisfy road
traffic constraints and maximize the benefits of traveling in a
platoon.

To resume, PLATO represents an important innovation leap
in the research on platooning. It is the first to formulate platoon
control in terms of VNFs, with an innovative hierarchical edge
computing architecture, and shows how the control of platoons
is possible with the tools offered by cellular networks like
5G. Notably, we show that it is possible and convenient to
adapt the configuration of multi-platoons not only in terms of
composition and distances, but also in terms of harmonized
phase transitions when a change of configuration is needed.
Indeed, we are the first to show how that translates into an
optimization problem, which we solve exactly.

III. PLATO: VEC MULTI-PLATOONING IN PRACTICE

We consider multi-platoon control as a virtualizable net-
work service, similar to what is done in [19] for a single
indivisible platoon. Vehicles use the vehicle to network (V2N)
communication paradigm instead of vehicle-to-vehicle (V2V).
For virtualization, the CACC (Cooperative Adaptive Cruise
Control) platooning control algorithm [34] is instantiated on
edge computing resources (e.g., ETSI MEC hosts). Hence, our
work lays on the ground of VEC [23]. CACC aims to maintain
an almost constant inter-vehicular distance δ, based on the
position/speed/acceleration updates sent by vehicles to their
controllers. The edge-virtualized version of CACC was shown
to be robust to round-trip network latency below 200 ms [19].
However, CACC was not meant to coordinate multiple pla-
toons. Hence, we had to design a novel architecture that
extends the virtualized CACC architecture to account for the

TABLE I: Notation and used parameter values.
Vehicle and road parameters

Road length (I) 5 to 50 km
Junction length (S) 500 m
Vehicle length (ℓ) 6 m
Vehicle speed (v) variable (m/s)
Vehicle acceleration (a) variable (m/s2)
Vehicle mass (M ) 3 300 kg
Air drag coefficient (D0) 0.4

Sectional area (A) 4 m2

Engine transmission efficiency (η) 0.9

Gravitational constant (g) 9.81 m/s2 (standard gravity)
Rolling friction coefficient (r) 0.013 (car tyre on concrete)
Air density (α) 1.225 kg/m3

Drag coefficient ratio (γp(δ, i))
at intra-platoon distance δ

δ=10 m δ=15 m
Leader: 0.92 0.96
Middle: 0.73 0.76
Trailer: 0.74 0.75

Traffic allow at the junction (β) ≥ 0 vehicles/s/m
Traffic allowed between platoons (p) ≥ 0 vehicles/s/m

Multi-platoon parameters and configurations

Number of vehicles (Nv)
Stability: 20

Utility function (steady): 50
Utility function (junction): 20

Number of platoons (Np)
Stability: 1,2,4,5

Utility function (steady): 1,2,5,10
Utility function (junction): divisors of Nv

Intra-platoon distance (δ)
Stability: 10 m

Utility function (steady): 10, 15 m
Utility function (junction): 10 m

Inter-platoon distance (∆)
Stability: 25 m

Utility function (steady): 25,50,75,100 m
Utility function (junction): [25, 200] m

No-platoon vehicle distance (δ0) 50 m
Reconfiguration displacement (d) variable (m)
Time (t) and duration of a multi-
platooning phase (T )

variable (s)

Update frequency (ϕu) 10 Hz
Status and Instruction packet size 200 Byte

Utility and costs (with units)
Utility (U ) unitless
Road occupation without platooning
(L0) and with platooning (Lp)

m

Road utilization gain (R) unitless (L0/Lp)
Relative fuel cost (Cf ) unitless (normalized to non-platooning)
Relative computation cost (Cc) unitless (normalized to non-platooning)
Relative communication cost (Ct) unitless (normalized to non-platooning)

presence of multiple coordinated platoons that can merge and
split in response to changing road conditions. We assume in
our description the 5G MEC framework, although our proposal
applies as well to other edge computing frameworks that
support the VEC paradigm. Table I presents the notation used
in this article, jointly with the values of the parameters used
later in the performance evaluation section. Where not needed,
the table omits indexes and superscripts in the notation; for
instance since a refers to the acceleration, we also use ai for
the acceleration of vehicle i and a⋆ to indicate the optimal
acceleration when we solve an optimization problem.

In PLATO, a set of vehicles is controlled through virtualized
CACC instances, each one handling a disjoint set of adjacent
vehicles (i.e., a sub-platoon), as shown in Fig. 1. The number
and composition of sub-platoons can change over time, in re-
sponse to road and/or traffic conditions. Each sub-platoon has a
platoon controller VNF that is located in a MEC. PLATO also
uses a multi-platoon control by instantiating a multi-platoon
controller VNF. This VNF runs a modified CACC algorithm
whose objective is to stabilize distances between sub-platoons.
To do this, the VNF exchanges control messages with sub-
platoon controllers. This communication process relies on the
cellular backhaul network, which is typically an optical ring,
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Fig. 2: Multi-platoon composed of three platoons.
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Fig. 3: Dependency graph of PLATO.
and is hence reliable and fast.

Sub-platoon controllers only forward data from leading and
tail vehicles to the multi-platoon controller, and the multi-
platoon controller relies on a dependency graph (see Fig. 3) to
identify which vehicles to instruct, depending on the received
updates. In particular, the multi-platoon controller considers
a sub-platoon as a single vehicle characterized by a variable
length, hence it monitors only leader and tail (orange circles
in Fig. 3) and instructs only leaders (orange circles with a
dot inside), since the rest of the sub-platoon will adapt as a
consequence of its leader’s movement.

PLATO has computation and communication overheads.
It computes the CACC control law at each vehicle’s up-
date, which means that the overhead per update interval is
the number of edges in the dependency graph of PLATO.
Hence, with Nv vehicles and Np platoons, and with a con-
trol update frequency ϕu Hz, the computational overhead is
(3Nv −Np− 3)ϕu computations/s. However, the computation
overhead decreases with the number of chained platoons for
a fixed number of vehicles. Therefore, multi-platooning is
computationally convenient with respect to single platooning.

As regards communication, PLATO uses both RAN and
backhaul network, while traditional ACC and CACC would
only use direct communications between vehicles. PLATO
generates Nvϕu update messages per second from vehicles
to controllers, whereas in downlink PLATO uses as many
messages per second as the count of edges in the dependency
graph (each edge represents a flow of instructions that has to
reach a vehicle). So we have (3Nv − Np − 3)ϕu downlink
messages per second, which again decreases in the number
of sub-platoons Np. In the backhaul, PLATO sends 2Npϕu

messages/s from sub-platoon VNFs, and 3(Np−1)ϕu mes-
sages/s from the multi-platoon VNF (to be forwarded to the
sub-platoon leaders). The final count reaches (5Np − 3)ϕu

messages/s, which is the only significant drawback of PLATO,
because the number grows linearly with the number of sub-
platoons Np. Note however that an increase in the number of
messages in the backhaul is not critical, since the backhaul
bandwidth is typically abundant. In addition, the fact that this
is compensated by a reduction in the number of messages on
the radio interface, where bandwidth is often scarce, results
quite positive.

For more implementation details on PLATO, please refer to
our conference paper [5].

IV. MULTI-PLATOONING UTILITY

Here we establish a general metric to evaluate the utility of
a multi-platoon configuration, which is useful to optimize the
composition of (multi-)platoons.

A. PLATO’s utility function

The advantages of platooning stem from leveraging the
drag effect to reduce air resistance, hence fuel consumption.
Platooning is also beneficial because it allows vehicles to travel
and maneuver in a more packed way, thus occupying the road
space more efficiently.

Of course, platooning and multi-platooning also incur costs
and have to satisfy constraints to be considered for opti-
mization. Indeed, management costs include computation and
communication costs incurred while controlling a group of
vehicles and when the road context changes, calling for a
rearrangement of platoons which has to be determined and
optimized by a controller, e.g., when approaching a junction
with merging traffic. Moreover, distances between vehicles
have to be safe and leave a margin for network and control
latency, also accounting for delay fluctuations and for the
presence of other vehicles not participating in the platooning.
The latter consideration indicates that platoons cannot be too
long and too packed, or would otherwise impede maneuvering
for other vehicles on the same road segment.

The multi-platoon utility function U that we propose takes
into account the above mentioned factors with respect to the
case without platooning and accounts for global indicators
(road utilization efficiency, computing and communication
costs) as well as individual benefits (fuel saving). At each
point in time t, we use the following expression:

U(t) = log

(
R(t)

Cc(t) Ct(t)

Nv∏
i=1

Ui(t)

)
, (1)

where Ui(i, t) is the inverse of the fuel cost of the i-th vehicle,
Cf (i, t), i.e.:

Ui(t) = 1/Cf (i, t); (2)

R is the relative road utilization, normalized to the space
occupied by a same number of independently driven vehicles
moving at the same speed as the multi-platoon. Cc and
Ct express computing and communication costs, normalized
to the costs incurred when using individual vehicle’s cruise
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control mechanisms at the MEC, e.g., using Adaptive Cruise
Control (ACC) to maintain inter-vehicle distances [34].

We propose to use the log function of a product of benefits
and costs because the resulting optimization would prevent
high global utility obtained at the expense of high costs for
the network or of unfair individual vehicles’ fuel consumption.
The derivation of the quantities that compose the utility
function is detailed in what follows.

1) Road utilization efficiency: R(t) is the ratio between the
distance from the first to the last vehicle of the multi-platoon
when assisted by ACC rather than being part of the multi-
platoon, and the (more packed) distance between those two
vehicles when they are under the control of the multi-platoon:

R(t) = L0/Lp(t), (3)

where L0 is the distance computed with Nv vehicles of length
ℓ in the case of no platooning, assuming an average spacing
of δ0 larger than the intra-platoon spacing δ:

L0 = Nv ℓ+ (Nv − 1) δ0, (4)

and Lp(t) is the multi-platoon length at time t when the Nv

vehicles are spread over Np(t) platoons separated by an inter-
platoon gap ∆:

Lp(t) = Nv ℓ+ (Nv −Np(t)) δ + (Np(t)− 1) ∆. (5)

2) Computation cost: provided that, by using the
CACC/ACC control law, the runtime computation cost of
coordination instructions is constant w.r.t. the multi-platoon
composition, we model the computation cost as the number
of computing jobs per time unit at the multi-platoon controller,
which, as mentioned in Section III, is (3Nv −Np(t)− 3)ϕu.
We normalized it to the corresponding rate of ACC computing
jobs for the same fleet size, i.e., 2(Nv − 1)ϕu:

Cc(t) =
3Nv −Np(t)− 3

2(Nv − 1)
. (6)

We note that the costs for managing the life-cycle of the
VNFs are negligible compared to the computational costs for
computing the control law, because the two types of events
occur at time scales that differ by at least three orders of
magnitude. In addition, the memory footprint of PLATO’s
VNFs is small and deployment requires at most a few seconds
[35]. Moreover, the operations of deployment/undeployment
are dictated by the road configurations and can therefore be
performed in advance without incurring extra overheads.

3) Transmission cost: Transmission of control messages
and mobility data messages occupy resources in the RAN and
the backhaul (see Section III). The associated cost Ct(t) > 1
is the number of messages exchanged with multi-platooning
normalized to the number experienced with ACC for the same
total number of vehicles:

Ct(t) =
4(Nv +Np(t))− 6

3Nv − 2
, (7)

where ACC only needs 3Nv − 2 messages per control cycle,
i.e., Nv messages with data from the vehicles and 2 control
commands to each of the considered vehicles excluding the
first one that is driven without network control (there is one
update for a vehicle every time the control of the leading and
following vehicles are updated).

1
pre-junction

cruise

2
pre-junction

recon�guration

4
post-junction

recon�guration

5
post-junction

cruise

3
junction

con�guration

1 next
pre-junction

cruise

Fig. 4: Junction reconfiguration segments.

4) Fuel consumption: Cf (i, t) ∈ (0, 1) indicates the rel-
ative variation of fuel consumption for vehicle i, obtained
by comparing the consumption when driving without and
with platooning, respectively. This coefficient accounts for the
position of the vehicle, since being a leader or a trailer or
standing in the middle benefits from air dragging of different
magnitudes, as reported in [7].

Fuel consumption is proportional to the total resistance to
advancement R, which is a quadratic function of the speed v,
accounting for air and rolling resistances [7]:

R =
1

2
D0 α A v2 + r M g, (8)

the above expression being valid for a solo vehicle at constant
speed on a level road. D0 is the drag coefficient, α the air
density, A the cross-section area of the vehicle in the direction
of motion, r the rolling resistance, M the vehicle’s mass,
and g is the gravity acceleration. With platooning, the drag
coefficient changes by a factor γp(δ, i) ≤ 1, depending on
the position of the vehicle i within the platoon and the inter-
vehicle distance δ [7].

Being gas consumption proportional to resistance, the ratio
of resistances without and with platooning expresses the fuel
reduction due to platooning, i.e., the individual vehicle utility:

Ui(t) =
1
2
D0 α A v2 + r M g

1
2
D0 α A v2 γp(δ, i) + r M g

. (9)

Remark: Thanks to its log-product form, the utility func-
tion (1) accounts for all the above described rewards and
costs without prioritizing any of them. However, a generalized
utility function with prioritization coefficients could be readily
formulated by assigning potentially different exponents to
each reward and cost term in (1). Such a straightforward
generalization could be of use in those cases in which one
or more parameters have higher importance for the service
provider (e.g., a delivery company or a network operator).
However, in what follows, for simplicity, we use the plain
utility formula (1).

We also note that the provided definitions of computation
cost (6) and transmission cost (7) do not consider complex
parameters, such as input data size, computational workload
and specific radio channel conditions, because they are inde-
pendent of the multi-platoon configuration, which is entirely
determined by Nv , Np, δ and ∆.

B. Reconfigurations and accrued utility

1) Reconfiguration requirements: We consider the case of
a multi-platoon that travels over a road segment where it must
allow a traffic with density β vehicles per second per meter
to cross the multi-platoon. For simplicity of presentation we
consider the case of a highway junction where traffic needs
to go through the multi-platoon. Therefore, the multi-platoon
might have to reconfigure the values of Np and ∆ so as to
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permit enough traffic to pass through the inter-platoon gaps. If
the junction area has length S m, the multi-platoon must yield
to traffic with intensity β Lp vehicles/s during S/v seconds.
Note that the actual time is (S + Lp)/v s, but we have to
consider that the obstruction caused while entering and leaving
the junction area changes linearly with the portion of the multi-
platoon in the junction, so we have to discount an obstruction
equivalent to what blocked in 1

2
Lp

v s at both the beginning and
the end of the traversing interval. In total, the traffic obstructed
by the passage of the entire multi-platoon is β Lp S/v vehicles.

The above quantity needs to be balanced by the permeability
provided by the gaps between platoons. Each of the Np −
1 inter-platoon gaps of size ∆ m can allow cross traffic at
intensity p∆ vehicles/s during S/v seconds (again, the total
time from entrance to departure is (S+∆)/v, but we have to
discount half of the time needed to enter and leave, both of
which are equal to ∆/v). The total traffic allowed by Np − 1
interplatoon gaps while crossing the junction area is therefore
(Np − 1) p∆S/v vehicles.

The configuration (Np,∆) has to be such that the allowed
traffic be at least equal to the obstructed traffic. Thus, using the
expressions above we obtain the following constraint (which
holds for p > β, otherwise the problem is unfeasible):

∆ ≥ ((Nv −Np)δ +Nvℓ)

/((
p

β
− 1

)
(Np − 1)

)
. (10)

2) Inter-junction segment and multi-platoon phases: The
multi-platoon has to reconfigure itself before entering the
junction and re-compact after leaving it. We can split the road
length in between two consecutive junctions into segments,
as shown in Fig. 4. Traveling through these segments, the
multi-platoon goes through five phases: (i) at the beginning,
the multi-platoon cruises for T1 time units using configu-
ration (N

(1)
p ,∆(1)), (ii) then it starts a transition to state

(N
(2)
p ,∆(2)), which lasts T2 time units and ideally completes

right before the multi-platoon leader enters the junction; (iii)
the multi-platoon travels through the junction until the last
vehicle leaves it, for T3 time units, after which (iv) the
multi-platoon starts a transition back to state (N

(1)
p ,∆(1)),

which takes T4 time units. Eventually, the multi-platoon keeps
moving for T5 time units until the leader enters the next
junction. The total time is

∑5
i=1 Ti = I/v, where I is the

distance between consecutive highway junctions.
3) Average accrued utility function: During the above

phases, the multi-platoon utility changes over time. In par-
ticular, the utility changes continuously during the transitions
between configurations, while the values of the instantaneous
utility is constant in the other three phases, although not
necessarily equal to the same value.

To account for the variability of instantaneous utility, and
considering that the log function penalizes high instantaneous
utilities (or, which is the same, small costs), we approximate
the computation of the utility function by accounting for
average costs and road efficiency over the entire highway
length between two consecutive junctions. This is important
because a simple average of the utility computed over instan-
taneous costs and road efficiency would be highly influenced
by periods in which one or more vehicles slow down while
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Fig. 5: Example of inter-sub-platoons distance while changing
their target distance gradually (top) or suddenly (bottom).

changing configuration, and therefore their fuel cost goes very
low, and can ideally reach zero (and therefore yield infinite
instantaneous utility). We therefore use the the following
expression:

UI = log

(
R

Cc Ct

∏Nv
i=1 Cfi

)
. (11)

V. DYNAMIC ANALYSIS WITH HARMONIZED
MULTI-PLATOON RECONFIGURATION

In this section, we analyze the utility function of a multi-
platoon that goes through a change of configuration when it
travels along a junction, so as to adapt to the cross flow of
vehicular traffic.

A. Timing for reconfiguration

We start from the observation that when sub-platoons close
the gap with their predecessors to join platoons, or when a
platoon splits, gaps between sub-platoons change smoothly.
Fig. 5 shows that there is some inertia while adjusting to a
requested change, with a slow approach to the new regime
value. The curves have been obtained by simulating a CACC-
controlled multi-platoon with a target inter-platoon distance
varying gradually (upper part of the figure) or suddenly (lower
part). In all cases, the resulting change of distance is different
for each sub-platoon and has a long tail. This requires to
start a reconfiguration well before a target point (e.g., a
junction), early enough to allow for the last sub-platoon to
settle. Moreover, a fully CACC-controlled change of distance
can require rough accelerations. However, to obviate all these
problems while achieving a smooth gap change and the same
speed before and after the change is complete, it is enough to
impose a smooth acceleration pattern with zero mean, as we
propose next.

Let’s consider the case of a platoon that splits into two parts
and assume that the first sub-platoon keeps a constant speed
while the vehicles of the second apply a deceleration with the
following pattern during an interval of length T :1

a(t) = −ax sin (2πt/T ) , (12)

where ax is a positive constant. This pattern expresses the
fact that the second group of vehicles must first decelerate,

1As discussed in this section, the constant speed assumption for the leading
sub-platoon is not important and is used here only to simplify notation.
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and then re-gain speed to keep the pace of the leading group
after having created a gap. Indeed, it is trivial to show that the
speed of the second group starts from the initial value v m/s
and sinusoidally oscillates back to v, decelerating first. Then it
is also straightforward to derive that the gap between the two
sub-platoons opens starting from the value of the inter-vehicle
distance δ, according to the following sigmoidal expression:

d(t) = δ +
ax T

2π

(
t− T

2π
sin

(
2πt

T

))
, (13)

in which we have used t = 0 to indicate the time at which the
maneuver starts. At time T , the distance is d(T ) = δ+ ax T 2

2π .
So, if we impose that d(T ) = ∆, we have an expression that
relates the inter-platoon distance ∆ after the split and the time
T needed to open the gap:

T =
√

2π (∆− δ)/ax. (14)

The above expression also applies to the case in which the
leading platoon accelerates with any pattern a1(t) m/s2 while
the following one uses an acceleration pattern a2(t) = a1(t)+
a(t). This holds because the relative acceleration of the second
platoon would be again a(t), and the initial speed is v for all
vehicles. It is therefore possible to adjust the relative position
of multiple vehicles at the same time by applying the proper
relative acceleration pattern with respect to the predecessor.

It is also possible to operate the reconfiguration of multiple
sub-platoons in the same time interval, imposing the same
value of T for all sub-platoons drifting apart. For example,
assume the multi-platoon splits into three parts and the first
sub-platoon moves with acceleration pattern a1(t). Then the
second sub-platoon needs to use a pattern a2(t) = a1(t) +
a(t) and the third a3(t) = a2(t) + a(t) = a1(t) + 2 a(t) to
further decelerate in phase with the previous sub-platoons, and
to complete the maneuver in the same time as the other sub-
platoons. Since the third sub-platoon needs to move backward
(in relative terms) by a distance 2(∆−δ) in a time T , the third
sub-platoon has to brake twice as hard as the second. This is
actually intuitive and easy to generalize: when a platoon splits
into n sub-platoons, the i-th sub-platoon will use acceleration
amplitude equal to (i − 1)ax, relative to the acceleration of
the leading sub-platoon, which is free to change speed as road
conditions demand.

B. Change of configuration

The above reasoning can be further generalized to any
change of configuration from (N

(1)
p ,∆(1)) to (N

(2)
p ,∆(2)).

It is enough to compute how much each vehicle j has to
move relatively to the multi-platoon leader and impose that
the relative displacement dj be reached in T time units, which
requires the acceleration amplitude (relative to the acceleration
of the leader) computed as follows:

aj = 2π dj/T
2, ∀j = {2, . . . , Nv}. (15)

This expression holds also for negative relative displacements,
i.e., when the vehicle that follows has to get closer to the multi-
platoon leader, and hence use a sinusoidal acceleration pattern
with acceleration first (i.e., −aj > 0).

In practice, there is a maximum for the absolute value
of aj , which is imposed by the mechanical characteristics
of vehicles. Therefore, by indicating with amax > 0 the
mechanical acceleration limit of vehicles, we can select the
shortest time needed to complete a transition as the time
needed by the vehicle that has to be relatively displaced the
most, using the maximum possible acceleration amplitude:

Tmin =

√
2π

amax−a∗
1

max
j

|dj |, (16)

where the term a∗1 expresses the maximum absolute accelera-
tion of the leader during the reconfiguration interval. Note that
any vehicle that needs to be displaced less than maxj |dj | will
need to use a smaller acceleration amplitude, so imposing Tmin

for the vehicles that need to maneuver the most, it is always
possible to impose that all vehicles execute and conclude their
maneuvers in phase.

C. Duration of phases

Having derived (16), we obtained an expression to compute
the minimum possible transition times T2 and T4. Considering
that Phase 2 and Phase 4 consist of symmetric displacements,
and due to the fact that the expression for Tmin is insensitive
to the sign of the displacement, we can also conclude that

T2 = T4 =

√
2π

amax−a∗
1

max
j

∣∣∣d(1)→(2)
j

∣∣∣,
where d

(1)→(2)
j is the relative displacement of vehicle j when

changing from configuration 1 to configuration 2.
The time needed to cross the junction is simply given by

T3 =
(
S + L(2)

p

)
/v̄,

where L
(2)
p is the length in meters of the multi-platoon in the

configuration used while crossing the junction, and v̄ is the
average speed of the multi-platoon leader.

Moreover, Phases 1 and 5 are also symmetric by construc-
tion and therefore we can compute them as half of what is left
after subtracting T2, T3, and T4 from the total time I/v̄, i.e.:

T1 = T5 =
I − S − L

(2)
p

2 v̄
−

√
2π

amax−a∗1
max

j

∣∣∣d(1)↔(2)
j

∣∣∣.
We finally need to compute the average road utility and costs

through the 5 phases whose duration we have just derived.

D. Average road utilization

The value of the road utilization R during Phases 1, 3, and
5 is a constant equal to the ratio between the road occupation
without platooning and the length of the multi-platoon:

R(t) =

{
L0/L

(1)
p t ∈ Ii, i = {1, 5};

L0/L
(2)
p t ∈ I3,

(17)

where Ii indicates the time interval corresponding to Phase i.
During Phases 2 and 4 the function R evolves symmetri-

cally. We can therefore just focus on Phase 2, and in particular
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on the distance between the first and the last vehicles of the
multi-platoon. The initial distance is L

(1)
p − 2 ℓ, while the

final distance is L
(2)
p − 2 ℓ, therefore the relative displacement

of the tail vehicle is L
(2)
p − L

(1)
p =

(
N

(2)
p − 1

)
∆(2) −(

N
(1)
p − 1

)
∆(1), and the maneuver lasts Tmin = T2. The

acceleration amplitude (with sign) of the tail vehicle is

aNv =

(
N

(2)
p −1

)
∆(2)−

(
N

(1)
p −1

)
∆(1)

maxj

∣∣∣d(1)→(2)
j

∣∣∣ /amax

=
2π

T 2
2

(
L(2)

p −L(1)
p

)
. (18)

So we can use an expression similar to (13) to describe
the evolution of the distance between the leader and the tail
vehicles, and add the length of the two vehicles to express the
total multi-platoon length. The same holds for Phase 4, with
a change of sign in the acceleration and in the displacement
distance, and L

(2)
p instead of L(1)

p as initial distance. The road
utilization during reconfiguration is:

R(t)=


L0

L
(1)
p +

aNv T2

2π

(
(t−T1)− T2

2π
sin
(

2π(t−T1)
T2

)) , t ∈ I2;

L0

L
(2)
p − aNv T4

2π

(
(t−T3)− T4

2π
sin
(

2π(t−T3)
T4

)) , t ∈ I4.
(19)

E. Average costs for computation and transmission
Computation and transmission costs are only influenced by

the logical multi-platoon configuration, not by the state of a
transition. So, as soon as a transition starts in Phase 2 or
Phase 4, both computation and transmission costs switch to
the values associated with the final configuration after the
transition completes. Therefore, using the definition of these
two types of costs and averaging over time, we obtain the
following expressions:

Cc=

3(Nv−1)− (T1 + T4 + T5)N
(1)
p +(T2+T3)N

(2)
p

I/v̄

2(Nv−1)
; (20)

Ct =

4Nv−6+4
(T1+T4+T5)N

(1)
p +(T2+T3)N

(2)
p

I/v̄

3Nv−2
. (21)

F. Average fuel cost
We compute the average fuel cost of each vehicle consid-

ering that the drag coefficient changes linearly over transition
times (this entails an approximation) for those vehicles whose
role within the multi-platoon changes with a configuration
change. For simplicity, we will only consider three possible
roles and their associated drag coefficients, i.e., leader, middle
and trailer, but the (numerical) computation can be carried out
for any number of roles and per-vehicle drag coefficients.

In Phases 1, 3 and 5 the fuel cost, relative to the case without
platooning, is nothing but the ratio of resistances in (8). More
in general, we have the following per-user instantaneous fuel
cost depending on the instantaneous acceleration:

Cfi(t) = (22)D0αA
(
v+
∫ t

t0
ai(t)(τ)dτ

)2
γp(di(t), i) + 2(rg+ai(t))M

D0 α A v2 + 2r M g


+

,

where ai(t) is the acceleration of vehicle i. The expression
is a simple modification of (8) obtained by accounting for
(i) speed modifications due to acceleration, expressed with
an integral of the acceleration, (ii) changes over time in the
drag coefficient γp, expressed though the change of distance
from the predecessor vehicle, (iii) the force applied by the
engine (hence the energy) needed to change the inertia of the
vehicle, which is proportional to the vehicle’s mass M , and
(iv) the ratio of resistances, that cannot go negative when
braking (we assume that the system cannot obtain energy
from braking, although some electric vehicles might, at least
partially, recharge batteries while braking). Note that v is the
speed at time t0, i.e., when the reconfiguration begins.

Although we have a sinusoidal expression for the accelera-
tion, hence also for its integral, we do not have an expression
for the way the drag coefficient changes over time. This led us
to introduce the assumption that the drag coefficient changes
linearly with transition time. This assumption is justified by the
fact that drag coefficients are numbers close to 1, typically not
below 0.7 [9] and are determined by the inter-platoon distance
on the one side, and by the role of the vehicle within the
platoon on the other side. In any case, decreasing the distance
from a predecessor is always beneficial in terms of drag coeffi-
cient reduction. For instance, a sub-platoon leader has typically
a drag coefficient higher than the rest of the vehicles because
it does not have a close-by predecessor, and any trailer has
the second highest value, while all other vehicles see similar
values close to the minimum within the sub-platoon [9]. This
also explains why we can simplify the numerical analysis and
consider only three types of roles. Moreover, although it is
possible to derive an analytical expression for the average
fuel consumption under our approximations, it would not be
a handy function because of its complexity, so we omit its
expression here.

VI. A TRAFFIC-YIELDING RECONFIGURATION PROBLEM

We consider the optimization of the multi-platoon reconfig-
uration dynamics, which becomes important when the platoon
crosses a junction and needs to yield to cross traffic.

A. Problem formulation

A multi-platoon with Nv vehicles travels through a sequence
of homogeneous road segments of length I . For simplicity we
assume that the leader’s speed v is constant (i.e., a∗1 = 0),
although extending the formulation to a more general case is
straightforward. Each segment includes a junction of length
S. At the junction the platoon must not obstruct the flow
of traffic β > 0 vehicles per second per meter flowing
through the junction. Aside from the junction, the multi-
platoon travels unconstrained over the rest of the road (i.e.,
β goes to zero outside the junction). We want to find the
multi-platoon configuration pair {(N (1)

p ,∆(1)), (N
(2)
p ,∆(2))}

that maximizes the average multi-platoon utility (11) where
(N

(1)
p ,∆(1)) is the configuration used in Phases 1 and 5 while

(N
(2)
p ,∆(2)) is used in Phase 3 in each road segment, assum-

ing that the maneuvers associated to configuration changes
start and complete at the same time instant for all vehicles.
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Our Multi-platoon Reconfiguration Problem (MRP) can then
be formulated as follows:

maximize log

(
R

Cc Ct

∏Nv
i=1 Cfi

)
s.t.: N

(1)
p , N

(2)
p are whole divisors of Nv;

∆(i) ∈ [∆min,∆max], for i ∈ {1, 2};
0 ≤ a⋆ ≤ amax;

∆(2) ≥ (Nv −N
(2)
p )δ +Nvℓ

(p/β − 1) (N
(2)
p − 1)

;

I − S − L
(2)
p ≥ 2 v

√
2π d⋆/a⋆,

(23)

where there are five optimization variables (N (1)
p , N (2)

p , ∆(1),
∆(2) and a⋆); the first three sets of constraints define the range
in which the optimization variables must be searched, the
fourth constraint is the necessary condition on the intra-platoon
spacing that guarantees the traffic to be yielded, whereas
the last constraint is necessary to guarantee that the total
transition time T =

√
2πd⋆/a⋆ is enough to go through

the configuration changes. Indeed, in the above formulation
we have assumed that configuration transitions occur with a
maximum acceleration a⋆, the maximum relative displacement
of a vehicle is d⋆ and the vehicle acceleration pattern ai(t) in
Phases 2 or 4 is a sinusoidal function, i.e.:

T =
√

2π d⋆/a⋆;

d⋆ = maxj

∣∣∣d(1)→(2)
j

∣∣∣ ;
aj(t) = ∓

d
(1)→(2)
j

d⋆
a⋆ sin

(
2π t

T

)
, ∀i ∈ {1, 2, · · · , Nv};

in the expression of aj(t), the sign “−” applies to Phase 2,
while the sign “+” applies to Phase 4, and t ∈ [0, T ]. Notice
that T and d⋆ are not decision variables because the latter is
fully determined by the values of N (1)

p , N (2)
p , ∆(1) and ∆(2).

B. Solving the problem

The MRP problem is a non-linear mixed integer program
with integrals to be solved in the objective functions, some of
which involve a max function. This kind of problem can be
hardly programmed with standard tools. For instance, Matlab
and many commercial solvers do not accept the max function
and the integrals in the objective function, nor max, min and
absolute values in the constraints. To implement the MRP
problem in Matlab with the fmincon function, d⋆ cannot be
defined as the maximum absolute displacement of a vehicle
upon a change of configuration, and instead it can be set as
an auxiliary optimization variable with extra constraints. I.e.,
it has to be an optimization variable larger than or equal to
any displacement d(1)→(2)

j and its opposite value −d
(1)→(2)
j ,

and the product
∏Nv

j=1

(
d⋆ − d

(1)→(2)
j

)(
d⋆ + d

(1)→(2)
j

)
=∏Nv

j=1

(
(d⋆)

2 −
(
d
(1)→(2)
j

)2
)

must be constrained to zero to

ensure that d⋆ takes exactly one of the (absolute) values of
the displacements. Moreover, the integrals needed to compute
the fuel costs in the objective function need to be replaced
with finite sums, within which the non-negativity of (22) is
expressed through [X(t)]

+
=

(
X(t) +

√
X(t)

)
/2, where

X(t) is the resistance ratio that appears in (22). The result is
that, even for fixed values of N (1)

p and N
(2)
p and the integrals

approximated with a sum of as few as 6 points, solving the
problem with Nv = 20 requires days and tens of GB of RAM,
and does not necessarily converge to the optimum due to the
presence of local minima.

For a fixed value of β and specific road topology—specified
in terms of the length of the junction and the distance between
junctions—and once the characteristics of the homogeneous
vehicles used in the multi-platoon are given, the utility func-
tion to optimize still depends on 5 parameters: the number of
sub-platoons outside and inside the junction (N (1)

p and N
(2)
p ),

the spacing between sub-platoons, which can be different
inside and outside the junction (∆(1) and ∆(2)), and the
maximum feasible peak acceleration (a⋆). It is not easy to
spot a monotonicity or a convexity in the relation between
the utility and any of the 5 mentioned parameters. Hence, the
search space where to find the optimal solution needs to be
explored cautiously, which can take long because it is quite
vast even if considering a discretized version of the continuous
decision variables ∆(1), ∆(2) and a⋆.

However, the complexity of the search can be quite low,
on average. To show why, let’s analyze the impact of the
continuous decision variables.

First of all, the optimal value of ∆(2) must be the minimum
value that satisfies the fourth constraint of our problem for a
given value of N (2)

p . This is due to the fact that increasing the
inter-platoon distance without changing the number of sub-
platoons can only require more maneuvering and costs.

Furthermore, once all other parameters are fixed, ∆(1)

determines the maximum relative distance dx to cover during
transitions. Such a distance is the maximum absolute value in
a set of position differences, each of which can be positive
or negative. Moreover, position distances must be monotonic
(linear) functions of ∆(1). Therefore, dx must be a continuous
function of ∆(1) which initially decreases and at some point
starts to increase. This means that the impact of ∆(1) on the
cost of maneuvers has a single minimum. We can therefore
stop searching for a better ∆(1) once we observe that the cost
reaches a local minimum.

Finally, once all other parameters are fixed, the acceleration
must be larger than the value that allows to complete the
required maneuvers, which is the smallest value of a⋆ that
satisfies the last constraint in the formulation above. Starting
from that value, increasing a⋆ is always feasible as it will
introduce faster maneuvers, requiring monotonically less time
and yielding monotonically increasing gains, except for fuel
costs. In fact, higher values of a⋆ incur higher fuel costs that
increase monotonically and faster than linearly. Therefore, the
curve of utility vs a⋆ is the result of a tradeoff between a
function that decreases and one that increases, which must
result in a curve with a single maximum.

In conclusion, although the problem is not solvable opti-
mally in polynomial time because it requires the evaluation of
all combinations of N (1)

p and N
(2)
p , the complexity is tractable

because the continuous decision variables can be optimized in
polynomial time. In particular, the optimal value of ∆(2) does
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Fig. 6: Multi-platoon leader speed profile.

not need to be searched at all, while ∆(1) and a⋆ can be found,
for each pair (N

(1)
p , N

(2)
p ), by exploring increasingly higher

values until there is no observed utility gain by increasing any
of the two parameters. In turn, this means that the search can
be done in linear time by using discrete steps. The precision
of the search can be improved by iteratively zooming into the
search area around the optimal point found at each iteration,
which requires a logarithmic number of steps. This method
allowed us to compute all the analytical numerical results
presented in this paper with an unnecessarily high resolution
of 10−6 on ∆(1) and a⋆ in a few tens of seconds using a
personal computer (just a couple of seconds or less for each
value of β).

VII. SIMULATION-BASED PERFORMANCE EVALUATION

To evaluate PLATO-controlled multi-platoons, we simulate
a highway scenario with a fleet of light duty commercial
vehicles. In this work we implement all PLATO inter-VNFs
communications and the management of the multi-platoon
dependency graph (see Fig. 1 and Fig. 3) using OMNeT++
on top of the SUMO simulator [6]. In particular, we rely on
the Veins [36] and Simu5G [37] frameworks to model vehicles
and 5G mobile network, respectively. Compared to the work
presented in [5] this new simulator greatly increases the model
realism, especially for what concerns the 5G RAN.

In our simulations, the multi-platoon leader proceeds ac-
cording to the speed profile of Fig. 6.2 This speed profile
combines a wide range of speeds, from 45 to 100 km/h
together with acceleration/deceleration maneuvers. Realistic
dynamics were obtained by accounting for mechanical vehicle
constraints and aerodynamic factors, and basic principles like

2From the Floating Car Dataset of TIM Big Data Challenge 2015

TABLE II: Simulation parameters.
General parameters

Simulated road 50 km (straight 3-lane highway)
Simulation duration 650 s (140 s of warm-up time)

Network and RAN configuration
RTT UPF to platoon mng. via link
A (RTTU−PM)

Stability: 10, 20, 50, 100, 200 ms
Utility function: 10 ms

RTT platoon mng. to multi-platoon
mng. link C (RTTPM−MM)

Stability: 10, 20, 40, 60, 120 ms
Utility function: 10 ms

Inter-Base station distance 1500 m
Base station bandwidth
(numerology µ)

5 MHz (µ = 0)
25 RBs per TTI (1 ms)

UE Tx power (antenna gain) 26 dBm (+0dBi)
Base station Tx power (antenna gain) 46 dBm (+18dBi)
Pathloss model Free Space with α = 2.5
Base station scheduler Proportional Fair

Background network traffic
Number of vehicles (Nbg

v ) 20, 30, 40 vehicles
Application type Symmetric CBR
Packet size (UL/DL) 3000 Byte
Packet frequency (UL/DL) 25 pkt/s

UPF

MEC 
Host A

MEC 
Host B

Router 1 Router 2

BG Host A BG Host B

Link A Link B

Link C

Fig. 7: Network topology.

inertia, like in [38]. Table I includes the main parameters of
the specific vehicle we have simulated.3

We simulate a simple access and backhaul network as
depicted in Fig. 7. We deploy all platoon managers on MEC
Host A, while the multi-platoon manager is on MEC Host B.
Links A and C are associated with configurable propagation
delays to simulate different MEC host deployments. Moreover,
we simulate mild congestion conditions by generating bursty
background traffic between BG Host A and BG Host B
traversing link B4. The base stations are deployed along the
highway at 1.5 km distance from one another, and each BS
offers a 5 MHz bandwidth, thus simulating the case of a
dedicated RAN slice. We note that we have chosen 5MHz
for simulation purposes only and this value does not represent
a system requirement. In particular, this value allows us to
generate background traffic that saturates the BS avoiding
simulation time overhead. In Table II, we report the main
parameters used for the RAN configuration. These values
allow us to simulate multiple deployment settings. The lowest
values of uplink/downlink delay correspond to the deployment
of platoon manager VNFs at the edge, whereas the highest
delays indicate unrealistically high edge distances, which
could be interpreted as potential cloud deployments. As for
the VNF-to-VNF communication latency, short values mean
that both VNFs are deployed in proximity of each other, e.g.,
on the same MEC host, while high values indicate that VNFs
are instantiated on far MEC hosts or that the multi-platoon
manager runs in the cloud.

We run two sets of simulations, whose main parameters are
reported in Tables I and II. The first set, which is marked with
label stability in the tables, is for evaluating the string stabil-
ity5 obtained with PLATO, and measuring the intra-vehicle
distance error by varying propagation delays on link A and C
(see Fig. 7) and multi-platoon compositions. We simulate 20
vehicles, considering only multi-platoon configurations with
the same number of vehicles per platoon. The second set of
simulations (labeled as utility function) is meant to analyze
the values of our proposed utility function. For this case,
we consider 50 vehicles, and we vary, in addition to the
multi-platoon composition, also the values of δ and ∆. For
each simulation scenario, we perform at least 20 runs. In the
figures presenting simulation results, we report averages of
the values observed in each run for the considered metrics.
In the experiments, we have observed small 95%-confidence
intervals (below 1.5% of the values reported in the figures),
which we omit in the plots to avoid cluttering effects.

3We used the specifications of Fiat Ducato from https://www.cars-data.com/
4For simulation efficiency we limit the bandwidth of Link B rather than

generate large amounts of traffic.
5It is customary to evaluate a platoon’s stability based on string stability,

which is achieved when the error with respect to the target inter-vehicular
distance decreases with the vehicle position index, counting from the leader.
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Fig. 8: CACC error in PLATO under different latency condi-
tions. Latency increases in the RTTU−PM (UL plus DL) are
much less critical than in the backhaul (VNF to VNF).

The value of δ0 reported in Table I is 50 m, which is in
line with the 2-second safety rule at the average speed of
about 90 km/h, which is not far from the average speed in our
simulations.6 For platooning, we use δ ∈ {10, 15} m, which
means that our platooning simulations adopt a safety distance
3 to 5 times lower than what can be achieved by relying on
human control only.

In line with the experiments presented in [9], the drag coef-
ficient ratio γp(δ, i) was computed for three vehicle positions
in a platoon, leader (i= 1), middle (1< i<Nv), and trailer
(i = Nv), as reported in Table I. The value of the middle
vehicle is then applied to all internal platoon positions.

A. Multi-platoon stability

To evaluate the string stability of different multi-platoon
configurations we plot the 95th percentile of the absolute
distance error experienced by each vehicle, with respect to
the target distance δ, versus the position of the vehicle in the
string. We simulated several platoon configurations, obtaining
similar qualitative results. Here we just report an example with
20 vehicles, and the parameters shown in Table I and Table II
under the label Stability.

Fig. 8a and Fig. 8b depict two extreme scenarios for the
RTTU−PM, i.e., 10 and 200 ms, respectively, when the back-
haul RTTPM−MM is low (10 ms, on average). We can observe
a generally stable behavior with error values monotonically
decreasing, except for a few cases, and by small amounts. We
also see that the number of platoons has barely an impact. The

6The 2-second rule, typically taught at driving schools, suggests to take as
safety margin the distance covered by the vehicle in 2 seconds.

negligible difference between the two figures is due to the high
inertia of the simulated vehicles, whose actuation delays are
larger than those of ideal vehicles: so, if the communication
delays from/to the platoon manager and from/to the multi-
platoon manager are of the same order of magnitude, the multi-
platoon remains practically stable (in line with our previous
results on isolated platoons [19]).

Fig. 8c tells a different story. Indeed, when the backhaul
RTT becomes comparable to the one seen with a VNF running
in the cloud (120 ms), even if the RTTU−PM is low (15 ms),
the multi-platoon visibly exhibits lower stability. In particular,
the second vehicle in each platoon, except for the leading
platoon, experiences a larger error than its platoon leader.
This is clearly visible for Np = 4 (for vehicles 7 and 12)
and Np = 5 (for vehicles 6 and 10). The reason for this
string instability lays in the different levels of freshness of
the data used for CACC. The additional 120 ms latency of
the backhaul is suffered only by data flowing through the
multi-platoon manager, and is longer than the update cycle
length 1/ϕu = 100 ms. This causes incoherence in the virtual
representation of the multi-platoon state built by each platoon
manager upon receiving stale data from the multi-platoon
manager. This result suggests that combining cloud and edge
deployments, or using MEC hosts with highly different RTT,
is not a wise solution to manage multi-platoons.

Nevertheless, it is worth noting that in all cases distance
errors are below 1.5 m, which means that PLATO makes a
good job, although it is not strictly string stable. Indeed, all
the considered configurations satisfy the safety constraint with
ϵ ≤ 0.1 when δ = 15 m.

B. RAN Congestion

To evaluate the impact of temporary RAN congestion on
the platoon stability, we simulate N bg

v additional vehicles
that do not participate in the multi-platoon, but generate
background traffic that uses the same radio resources as the
multi-platoon vehicles. At the bottom of Table II we report the
main parameters regarding background traffic. We simulate a
symmetric constant bit rate application sending and receiving
data at 0.6 Mb/s (25 packets of 3000 bytes per second, i.e.,
one every 40 ms). In Fig. 9 we report the results considering
two different speed profiles of the background vehicles. On
the left, all background vehicles travel at constant speed on
another lane and come up beside the multi-platoon for almost
150 s (between 400s and 550s). On the right, all vehicles
follow the speed pattern of the multi-platoon leader and travel
alongside the platoon for the entire duration of the simulation.
In the figure, we report three metrics. On top, the distance error
w.r.t. the target distance of the first follower behind the multi-
platoon leader. In the middle, the uplink delay, i.e. the time for
sending on-board sensor data to the MEC platoon controller.
On the bottom is the percentage of the RAN slice physical
resource blocks (RBs) used, considering the base station that
is serving the first follower behind the multi-platoon leader.

The results show that PLATO is robust against temporary
saturation of RAN resources due to background traffic, tol-
erating a delay above 100 ms for a short amount of time,
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as we can observe on the left side of Fig. 9. In fact, we
see that this kind of RAN congestion does not significantly
impact platoon stability (errors are at most of 1.5 m) and
uplink delays rarely exceed 100 ms. On the contrary, the plots
on the right side show that a prolonged RAN overload may
affect platoon behavior. In particular, in the case of N bg

v = 40
additional vehicles generating RAN background traffic, the
combination of high traffic load and poor signal quality causes
a significant increase in the uplink delay, which reaches peaks
around 500 ms7. This causes strong inconsistency in the virtual
representation of the platoon, leading to untimely instructions.
Interestingly, in spite of this, the distance error observed in the
top right plot of Fig. 9 remains at an acceptable level. This
is due to the large difference between the time constants of
vehicle dynamics and data transfer.

The simulations have shown that the sharing of RAN
resources might compromise platoon stability. In particular,
when the network delays increase and approximate the vehicle
actuation lag, the negative contribution of the network delays
becomes evident. As shown on the right side of Fig. 9, the
curve reporting the distance error in the case of N bg

v = 40
deviates from the others as a result of a non-negligible
contribution of the network delays. Even though the observed
deviation is contained, in those cases the RAN is unable to
guarantee a suitable level of QoS and longer periods of RAN
saturation could lead to more critical situations. On the other
hand, the reservation of the required bandwidth for platooning
may lead to a significant waste of resources given the low data-
rate requirements of PLATO. This indicates the need to foster a
traffic differentiation policy suitable to efficiently mix different
network traffic, while prioritizing safety-critical services.

C. Evaluation of the utility function in steady state

For starters, we look at the utility function components
described in Section IV and we report their log value in
Fig. 10. Positive values are gains (road efficiency increase
and fuel consumption reduction, summed over all vehicles),
while negative values are costs (due to computation and
transmission). The figure reports averages over time for each
component and for the resulting utility, with different combi-
nations of Np, δ, and ∆.

Fig. 10 clearly shows that fuel saving benefits from small
values of δ, and is practically insensitive to other parameters.
In contrast, the road utilization component is sensitive to
the multi-platoon configuration, and its contribution is highly
reduced when the multi-platoon is fragmented in a large
number of platoons (see, e.g., Np = 10). In all cases both
road utilization and fuel consumption are largely better than
without platooning.

The computation cost slightly decreases for an increasing
number of platoons, while the transmission cost increases. In
particular, the transmission cost with 10 platoons is twice as
much as for a single large platoon, as a result of the backhaul
communication overhead. These results are in line with the

7With Nbg
v = 40, the background traffic uses ~100% of RAN UL resources

with the best channel conditions and ~300% in case of low channel quality.

PLATO management overheads discussed in Section III and
showcase the scalability properties of PLATO.

As clear from Fig. 10, the benefits of platooning are much
higher than its costs, no matter which configuration is used.
Indeed, the utility is always positive, and the smaller δ the
better, as also shown in the heatmaps of Fig. 11 for a wide
range of configurations. This suggests that the multi-platoon
should be compacted as much as possible, which is mostly
due to the relevance of the road efficiency component in the
utility. Thus, in the presence of extra-platoon vehicular traffic,
the rule of thumb is to keep the values of Np and δ as small
as possible, while meeting the constraints on the volume of
traffic that has to be allowed to cross the multi-platoon at a
junction, notwithstanding the presence of the multi-platoon.

The last aspect we analyze is the change of contribution to
the utility function of the fuel component over time. Fig. 12
shows the fuel cost, since nothing else changes by only varying
the speed of the multi-platoon leader. In the figure, we only
refer to the simulation time interval [500 s, 750 s] of Fig. 6,
where speed changes are more pronounced. We can observe
that fuel saving goes with speed variations and the differences
among configurations are more pronounced at high speed due
to the larger contribution of the drag reduction effect.

The evaluation of the utility function in steady state shows
that with no interference of extra-platoon vehicles, the best
platoon configuration is to organize vehicles in a single platoon
with the lowest possible value of δ. This is because the single
platoon configuration maximizes the benefits of platooning,
thanks to large fuel savings and minimum road occupation.

D. Junction crossing

Finally, we consider the case of a multi-platoon that travels
along a highway junction of length S = 500 m within a
road segment of I = 12.5 km, assuming that the junction
lays at the center of the road segment. For a multi-platoon of
Nv = 20 vehicles with the characteristics of Table I, we solve
the MPR optimization problem formulated in (23), for various
values of the ratio β/p, with p = 0.05 vehicles/s/m, v = 100
km/h (i.e., a vehicle can cross the platoon in 1 second using a
space equal to 20 m) and a realistic delivery van’s maximum
peak acceleration of 0.4 m/s2. The intra-platoon distance is
set to 10 m, while inter-platoon distances, which need to be
optimized, can take any value in between 25 and 200 m.

Fig. 13 (in the right y-axis) shows the maximum utility of
the multi-platoon as the cross traffic in the junction grows.
Being the utility logarithmic and computed with quantities
normalized to the case without platooning, any value greater
than 0 represents a gain introduced by the multi-platoon.
The curve shows that the utility decreases with the cross
traffic intensity at the junction β, which is expected since
β causes changes in the multi-platoon configuration (hence
increases fuel costs) and imposes using progressively larger
inter-platoon gaps, which reduce the efficiency in the use
of the road. Moreover, increasing the cross traffic results in
using more sub-platoons while the multi-platoon travels along
the junction, as shown in the same figure (left y-axis). The
two curves marked as “In” and “Out” report the optimal
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number of sub-platoons inside and outside the junction area,
respectively. Outside the junction, it is convenient to use a
single platoon, except for extremely high loads, because in
those cases maneuvering from a single platoon to many small
platoons would take too long in relation to the inter-junction
distance, whereas inside the junction the multi-platoon must
split into a progressively larger number of sub-platoons.

The inter-platoon distance is also affected by the traffic
intensity β as shown in Fig. 14, where we see that the
inter-platoon gap while traveling along the junction is not
a monotonic function of β. Outside the junction, and only
for high traffic values, when more than one sub-platoon is
needed, the value of ∆(1) can be higher than while traveling
the junction if this choice minimizes the cost to reconfigure
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Fig. 14: Inter-platoon gaps in the optimal configuration.

the multi-platoon to be ready for the traffic in the junction. We
can also see that, at the points that correspond to increases in
the number of sub-platoons, the value of the gap ∆(2) (inside
the junction) can diminish. This behavior is expected, because
an increase in the number of sub-platoons corresponds to more
inter-platoon gaps through which the cross traffic can flow, and
therefore it is possible that smaller yet more numerous gaps
become needed at that point.

Fig. 15 shows the corresponding total length of the multi-
platoon. It is interesting to note that the length inside the
junction is always greater than outside. Besides, the length
is not a monotonic increasing function of β either. To explain
this phenomenon, we have to observe that the length of the
multi-platoon can become greater than the junction length.
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This means that only a part of the multi-platoon interferes
with the cross traffic in the junction, so that using frequent
small gaps can be more effective than using a few large gaps,
which is what we see for high values of β.

The last decision variable of the MPR optimization problem
is the maximum peak acceleration used during configuration
changes, a⋆. Fig. 16 shows that a⋆ is not necessarily the
maximum available acceleration. Indeed, solving MPR finds
a tradeoff between fast reconfiguration (which would require
high acceleration) and fuel costs (which suffer a superlinear
increase when the acceleration increases).

The utility of multi-platooning depends on several parame-
ters, among which are the number of vehicles involved in the
platooning, Nv , and the characteristics of the junctions. Fig. 17
illustrates such dependency for three values of the junction
traffic and for three values of the inter-junction distance.

In general, blue, red and orange bars in the figure shows that
the utility grows fast with the number of vehicles, with better
results obtained at lower junction traffic intensity. Comparing
the three sub-figures, we can see how longer inter-junction
distances allow for better utilities, especially when the number
of vehicles involved becomes high. However, with short inter-
junction distances, e.g., I = 5 km and high junction traffic
(cf. Fig. 17a) long platoons are not possible at all, as their dy-
namic management could become counter-productive or even
unfeasible. Counter-productive cases are the ones in which the
utility turns negative because platooning becomes less efficient
than uncontrolled road traffic, like for instance with I = 5 km
and β/p = 0.8 with 128 vehicles. Unfeasible cases are the
ones in which there is no solution to the optimization problem
that can be implemented with the given number of vehicles
and within the available road distance, at the leader’s speed,
without violating any constraint, e.g., with I = 5 km and 256
vehicles, at any of the considered junction traffic intensities.
Results for I = 12.5 km and I = 25 km, shown in Figs. 17b
and 17c, respectively, tell that the utility of very long multi-
platoons are limited by the inter-junction distance when the
junction traffic intensity becomes high. This effect is caused by
the fact that long multi-platoons could be optimized by opting
for long reconfiguration times during which the multi-platoon
be split in small parts and then rebuilt, which unfortunately
might not be feasible given the space in between junctions.

In contrast, short multi-platoons achieve practically the same
utility under any inter-junction separation.

On top of each colored bar of Fig. 17 we added a smaller
and narrower grey bar that indicates the utility achieved by
imposing that each vehicle travels on its own in phase 3, within
the junction. This result indicates the best achievable utility
when platoons are not allowed in presence of other traffic, as
suggested in [33], which is the only paper in the literature that
considers the issue raised on platooning by cross traffic. The
figure shows that PLATO achieves much higher utilities, and
the difference grows fast with the size of the multi-platoon.

Finally, we zoom into the performance of individual ve-
hicles, which can only be measured through their fuel cost
(normalized to the case without platooning). Figs. 18 to 19
report the costs for two solutions of the MPR problem in which
we have fixed the values of β/p to 50% and 70%, respectively.
The figures also report simulation results, which show minor
deviations from the model. This validates our modeling as-
sumptions, and especially our approximations about costs and
utility while the multi-platoon reconfigures.

Fig. 18, with β/p = 50% in the junction, is a case in
which the multi-platoon uses one compact platoon outside the
junction and splits into four sub-platoons to travel the junction,
with a gap of 93.3 m and a peak acceleration of 0.27 m/s2,
as reported in the topmost part of the figure. Each dot in the
figure represents the cost of one vehicle, while the straight line
is the average cost in the multi-platoon. The first observation
is that all costs are below one, which means that all vehicles
have an incentive, and a gain, to participate in the multi-
platoon. Second, the leader of the multi-platoon (vehicle #1)
has the least benefit. Vehicles #6, #11 and #16, which are the
leaders of the second to fourth sub-platoons while traveling
the junction, are the only other vehicles with benefit below
average. This occurs because leaders have a much higher drag
coefficient ratio, hence higher fuel consumption, with respect
to any other vehicle in a platoon. Similarly, since the trailer
vehicle gains a little less than a middle vehicle, vehicles #5,
#10, #15 and #20 gain less than the other vehicles which are
never leading a sub-platoon. We also note that vehicles that
form the second sub-platoon while traveling the junction, gain
slightly less than the vehicles of the first sub-platoon in the
corresponding positions. The gain reduces further for the third
and fourth sub-platoons. This is because the multi-platoon
splits and re-compacts before and after the junction thanks
to the fact that the vehicles in those sub-platoons maneuver,
while the ones in the first sub-platoon do not have to adjust.
With high cross traffic (i.e., β/p = 70%), Fig. 19 shows that
the costs increase for all vehicles and that vehicles in the tail
of the multi-platoon can experience low gain. In this case,
note that the optimal configuration consists in keeping 2 sub-
platoons spaced 200 m also outside the junction, and then
split into single-vehicle platoons with a spacing of 56.8 m
while crossing the junction (so, in practice, there is neither
platooning nor drag effect). This requires long maneuvers
at high acceleration equal to the maximum allowed in the
scenario, i.e., 0.4 m/s2) and high costs, especially for vehicles
in the tail of the multi-platoon.
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(a) I = 5 km (b) I = 12.5 km (c) I = 25 km
Fig. 17: Platooning utility observed in the optimal configuration as a function of the multi-platoon size for three different values
of the inter-junction distance and for selected values of the junction traffic intensity. Grey bars indicate the utility achievable
if platooning is not allowed within the junction.
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Fig. 18: Relative fuel cost of vehicles in the multi-platoon for
β/p = 0.5 (RTTU−PM = 10ms, RTTPM−MM = 10ms).
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Fig. 19: Relative fuel cost of vehicles in the multi-platoon for
β/p = 0.9 (RTTU−PM = 10ms, RTTPM−MM = 10ms).

VIII. CONCLUSIONS

In this paper we introduced PLATO, and edge-based archi-
tecture for the online optimization of multi-platoons, and we
discussed how PLATO can enforce the dynamic management
of vehicle maneuvers by mapping the control of a large platoon
onto the coordinated control of a chain of sub-platoons.
PLATO does not use V2V communications. It is instead an
edge-based two-tiers control architecture, designed to run in
the VEC context.

As concerns dynamic management, we modeled dynamic
multi-platoon reconfigurations and leveraged our analysis to
design an enhanced control of maneuvers during such re-
configurations. The analysis served as well to formulate a
problem, whose solution yields the optimal multi-platoon
configuration in static and dynamic conditions. This allowed
us to compute the optimal multi-platoon dynamics when a
large platoon travels a highway junction and must yield to
cross traffic.

By computing the multi-platoon utility function in either
simulated or numerically modeled scenarios, we have shown
that: (i) PLATO scales very well under a wide range of net-
work conditions, as long as the inter-VNF latency guarantees
the time coherence of instructions sent to sub-platoons; (ii)
the latency between vehicles and their VNF manager has

limited impact thanks to the space-time redundancy of the
update messages sent by the vehicles and the fact that PLATO
generates instructions asynchronously; (iii) compact multi-
platoons provide high global and individual utility, although
the presence of cross road traffic and the cost of maneuvering
limits the degree of compactness in the optimal solution;
(iv) optimizing multi-platoon dynamics is a complex task
that requires to account for multiple intertwined factors and
mechanical constraints; moreover, (v) leading a platoon, or
maneuvering the most because of standing towards the tail of a
multi-platoon, reduces the utility of individual vehicles, which
may require the design of vehicle position rotation schemes
within a multi-platoon if considerations of fairness in per-
vehicle utility come into play.
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