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Abstract Personalization of suggestions of contents plays a key role in adaptive
virtual learning environments. Good recommendations can raise the interest of
students in the learning process, while, on the other hand, bad recommendations
can have catastrophic results for the learning process. The affective state of the
student is a very influential factor in the learning process. In this work, a generic
architecture of an affective recommender system for e-learning environments is de-
veloped, to serve as a guide for future implementations of this kind of recommender
system. Here, the affective characteristics of students are represented by their per-
sonalities, learning styles, emotional states, and expertise levels. Thus, the main
contribution is the proposition of a generic architecture of an affective recommen-
dation system for the educational field. The architecture is completely modular,
which gives it great flexibility because the emotion engine is separated from the
personal characteristics engine, and is not based on specific models of emotions.
This work finishes with examples of use cases of the architecture. According to the
results in these examples, our architecture is capable of analyzing the polarity of
academic documents based on their content, determining the personal characteris-
tics of students (including their emotions), and from there, recommending learning
resources to students considering emotions as the main element of the process.

Juan Camilo Salazar
GIDITIC, Universidad EAFIT, Medellin, Colombia
E-mail: jhenaos@eafit.edu.co

Jose Aguilar

CEMISID, Universidad de Los Andes, Mérida, Venezuela
GIDITIC, Universidad EAFIT, Medellin, Colombia
IMDEA Networks Institute, Madrid, Spain

E-mail: aguilarjos@gmail.com; aguilar@ula.ve

Julian Monsalve-Pulido
GIMI, Universidad Pedagégica y Tecnoldgica de Colombia
E-mail: jmsistemas@gmail.com; julian.monsalve@uptc.edu.co

Edwin Montoya
GIDITIC, Universidad EAFIT, Medellin, Colombia
E-mail: montoya@eafit.edu.co



2 Juan Camilo Salazar et al.

Keywords Affective Recommendation Systems, Virtual Learning Environments,
Emotion Recognition, Sentiment Analysis

1 Introduction

Every day a high amount of data is produced, and the problem of information
overload is becoming increasingly common as the quantity of available information
grows [8]. With new data being created every day, it becomes really difficult to
search for relevant information. But Recommendation Systems have been created
for addressing this problem, to reduce the time-waste for finding useful information
[13].

In recent years, the research interest in recommender systems has grown [40],
and as more research is done more challenges appear [44]. One of the biggest
issues for educative recommender systems is the personalization of suggestions of
learning resources to students [44]. Recommender systems in education can be
very influential modules since a good recommendation can increase the interest of
learners in the learning process, which will be reflected in the performance of the
evaluative activities of the students, while a bad recommendation can frustrate
the student and taking him to abandon the learning process [17].

Personalization of content suggestions is very important for virtual learning
environments (VLEs) because every student learns in a different way, learning
styles are so variate, changes to the student context-aware variables, and recom-
mendations that are very influential for some students can be disappointing for
others [4}/441/51}|53]. Also, the emotional state of the student is relevant for the
recommendation process, the mood influences a lot of the way a person learns,
it is not the same as a student learns when he/she is happy than when he/she is
angry [17.2530,/32].

In general, emotions have demonstrated their value from the area of psychology
due to their influence on decision-making processes (9] [38] [15]. In fact, the rela-
tionship between emotions and learning performance is evident in various works,
like [49], [27]. Emotions play a key role in adaptive systems, due to that they are
necessary and must be included in the design process of virtual adaptive learn-
ing systems [19]. In this paper, emotion will be considered as an intense feeling
that we experience due to a contextual stimulus, which can be accompanied by
organic changes [9]. On the other hand, affective states will be feelings that are
less intense than emotions, often lack a contextual stimulus, and are of prolonged
duration [14], [49)].

Affective information is very influential in adaptive learning systems and rep-
resents the main characteristic of students for providing more personalized rec-
ommendations of content in virtual learning environments. Addressing affective
issues has been proven to enhance the performance of recommender systems in
fields different from education [48]. In our work for boosting the personalization
of recommendations, we consider four personal characteristics that enrich the con-
text of the student in a VLE for taking better decisions of suggestions. These four
characteristics are personality, learning style, expertise level, and emotional state.

Research in the area of affective recommendation systems in the educational
field has been scarce in recent years [44]. Some papers have been published on this
topic, as can be seen in the related papers section; however, there is evidence of
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a research opportunity in this domain [30}/44]. Also, little research has been done
about a generic architecture to follow as a mold or guide for the implementation of
this type of recommender system. The main contribution of this work is to propose
a generic architecture, to motivate the investigation of this topic, which will lead
to more students being more interested in the learning process, and therefore,
increase their performance [44]. This work describes the architecture in detail,
with case studies and comparisons to study its behavior.

In an initial work [35], general ideas are presented to develop affective recom-
mender systems, without giving details of their components, and even less, consid-
ering the specific aspects of an educational environment. For the development of
the architecture, exploratory, descriptive and applied research was used, since our
work seeks to solve a specific problem through techniques and previous research
used to solve the identification problem of affective states during teaching-learning
processes in virtual environments. Specifically, the work was based on the results
of the systematic review of the literature on affective recommendation systems for
educational settings carried out in [44], whose results highlight the lack of sys-
tems of this type. Based on the above, a qualitative analysis of existing affective
recommendation systems was carried out, and from there, the proposal for an
educational context was elaborated and presented in detail in this work.

The rest of the paper is structured as follows: in section 2 the state of the art
on affective recommender systems in the educational field is explored. Section 3
presents our proposal of generic architecture, and in section 4 every component of
the architecture is analyzed in detail. In section 5 some use cases of the architecture
are explained, and finally, in section 6 analysis, conclusions and future works are
provided.

2 Related works

Currently, various architectures of emotions have been proposed in the educational
context. In [28], a generic architecture for emotion-based recommender systems in
cloud environments is proposed. In this approach, two main components are ex-
posed: a service layer and a client layer. The service layer is in charge of the storage
and the recommendation tasks, and the client layer is the module to present the
recommendations to the users in the VLE. In this architecture, storages for learner
affective state and metadata from learners, activities and learning resources are
proposed, but they do not specify further details about the implementation, only
the general services provided by those storages are detailed. Particularly, this ap-
proach considers the emotional state of the students but does not consider their
learning styles, personalities, or experience levels to make content recommenda-
tions. They focus on cloud capabilities, such as high availability and scalability.
In the architecture, they propose redundancy for the affective recommendation
nodes, but neglect other important characteristics of education recommendation
systems, such as records of interactions between students and the VLE, or records
of recommendations to track the quality of the recommendation system. In the
work of Ali et al. 7], they present an architecture of semantic recommendations
through virtual agents based on user requirements and preferences, through the
extraction of academic courses in a personalized way.
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In the investigation of |[47], an architecture for an affective recommender system
in the educational field is proposed, where multimodality for recognizing emotions
is considered. Also, the student profile considers interests and preferences, but
these are not specified on how to extract these preferences and interests. They
present interesting contextual information that is the device model, where the
characteristics of the device that the user is using are considered. This system
does not generate automatic recommendations built by the system but is manu-
ally constructed by experts for specific scenarios, such that in each case the rec-
ommendations that most fit is delivered. Also, it is not specified if they consider
important information about the students, like their personalities, learning styles,
or expertise levels. In [31] Marcos-Pablos et al. propose an approach for multi-
modal emotion recognition using Kalman filters for the fusion of available discrete
emotion recognition tools. In the paper, they describe an evolutionary approach
to the integration of digital ecosystems into new sources of emotion recognition.

In other research, [36] presents a generic architecture for emotion-aware content-
based recommender systems. They do not focus on the educational field, but it
can be fitted because the architecture is flexible enough. In fact, the architecture
is very general, with 4 main components: the content analyzer that analyses the
texts of contents for preprocessing and extracting features from them, the emo-
tion analyzer that is in charge of assigning emotional labels to the contents, the
learner profile that uses data mining for extracting preferences for the users, and
the recommender that uses all the information obtained in the other components
for making recommendations with content-based recommendation strategies.

However, the architecture only supports content-based recommender systems,
and other kinds of systems cannot be implemented with that architecture. Addi-
tionally, they only consider emotional state and do not take into account other
important personal information, like personality, learning style (this is specific to
the educational field) and expertise level. Finally, the emotional state of users is
extracted only from the historic rating of users to items, though other strategies
for assessing the emotional state, like sensors or dynamics in the interaction with
the virtual platform are not included.

On the other hand, the review of |26] describes some recent implementations
of affective recommendation systems for various contexts or objectives, identifying
a low number of investigations in the educational area, where only three works are
referenced that have applied affective recommendation systems in the teaching-
learning processes. Also, a detailed analysis of deep learning-based recommenda-
tion systems for e-learning environments is conducted in [29]. They summarize how
recurrent neural networks, convolutional neural networks, and deep reinforcement
learning, among other techniques, have been used by recommendation systems in
e-learning environments. Rahayu et al. [42] analyze ontology-based recommender
systems in e-learning, that is, the utilization of ontologies in the recommenda-
tion process. These systems combined ontologies with other artificial intelligence
techniques in the educational context. The main utilization is for student and
learning object modeling, but learning path, feedback, context data, and learning
devices could be future domains for investigation. According to their conclusions,
ontology-based recommender systems seldom use ontology methodologies, or on-
tology evaluation methodologies.

In [37], an architecture for an information retrieval system (IRS) is presented
that considers the affective state of the users and their profiles for retrieving the
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most relevant documents to a query specified by the users. The process is as follows:
the user specifies a query, the system searches the documents in its database, and
returns the most relevant to the query using data mining and analytics techniques.
These most relevant documents are presented to the user, and if the user is not
satisfied with the answer, then the query is reformulated by the system making
use of preferences and indicators based on the emotional state and the profile
of the user, which are added as keywords to the query. A main disadvantage
of information retrieval systems over recommendation systems is that a query is
always needed, and the results are always related to that query. Also, the automatic
building of that query can be computationally expensive; on the other hand, if it
is built by the user, then it may not find the results the user is looking for if it
is not properly specified. In addition, users are not always experts and sometimes
they do not know what they are looking for. Moreover, the historical information
of the emotional state is not considered, just the emotional state at the moment
of reformulating the query. Finally, that architecture is specific for an IRS and
cannot be fitted for a recommender system.

The work by 40| focuses on building an emotion-aware recommendation system
that extracts information from multiple sources, like social networks, ratings and
reviews from users. They do not focus on the educational field, they fuse the
extracted information with analytic and machine learning models, and then use
this fused information for making recommendations. One part of the information
fused is the emotional information extracted from reviews posted by users. In
the system, they do not consider important factors to the educational field, as the
learning style and expertise level, also, they do not consider personality that is very
influential for the affective state. Neither do they include sensors for assessing the
emotional state, and do not take into account historical data captured from the
virtual platform for extracting valuable information. They consider three types of
recommendation strategies.

In [52] a framework for emotion-based recommender systems is presented. The
authors propose assessing emotional state at three moments: at entry, during the
utilization of the resources, and at the exit. This is not a proper recommendation
system architecture, though they show the way how emotions can be included
in the recommendation process, and present an interesting idea for the temporal
component of recognizing emotional state. The work is very general, it does not
focus on the educational domain, and more contextual information is necessary
for better recommendations because only emotional states are considered.

In [6] adaptive learning activity selection algorithms to learner personality and
competence are defined. Three algorithms were created to adapt the learning activ-
ities’ knowledge complexity to learners’ personality and competence. Ezaldeen et
al. [18] propose a framework, namely Enhanced e-Learning Hybrid Recommender
System, to provide an e-content corresponding to the learner’s particular needs.
To do that, they developed a model to estimate the Semantic Learner Profile. The
recommendation depends on the learner’s preferences, other similar learners’ ex-
perience and background. Finally, in [44] a systematic literature review of affective
recommender systems in learning environments is carried out. The goal of the pa-
per is to explore the state of the art of the influence of emotions in the educational
field, especially in content recommender systems.
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3 Architecture proposal

The proposed architecture for affective recommender system is presented in Figure
The flow is as follows: a student enters the VLE, the first time must register it.
During this process, personal information is captured and personal traits and the
learning style questionnaire must be filled out. Additionally, the expertise level of
students can be obtained using quizzes or questionnaires, and these processes are
executed by the personal characteristics engine. All this information is stored in
the user profile, except the expertise level that is stored in the VLE database.

When a user is registered, he/she can login to the platform and interact with
different contents. While the student is using the contents, several logs are cap-
tured by the VLE logger and stored in the VLE database. The emotion engine
is capturing emotional information about the student before, during, and after
using the contents through multiple sources, such as a camera, microphone, ques-
tionnaires, etc., which are low invasive sources of emotional information for not
disturbing the learning process. The emotional information gathered is stored in
the resources module, in a special database of logs of emotional data. This in-
formation stored is the emotions felt by a student using a resource in a specific
course, for a unit or activity of that course, together with some metadata of the
interaction, such as the timestamp.

The emotion engine is also in charge of extracting emotional information from
contents, assigning them an emotional tag that is used later for the recommender
algorithm. The resources module takes control of storing all the resources infor-
mation, including the emotional tags previously described, and the emotional logs
from students using the resources. Since the learning style, the expertise level, and
in some cases the personality traits are dynamic, the personal characteristics en-
gine periodically assesses these characteristics implicitly through logs, or explicitly
applying questionnaires to the student in the VLE.

‘ Personal
‘ characteristics engine

J—r

——

VLE
—> —l
e N g
USER Emotion
engine Final
Recc re dati
I algorithm

Resources

Fig. 1 Generic architecture
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Finally, all information obtained from resources, users and its interactions, are
passed to a recommender algorithm that, depending on the implementation, con-
siders some information or another to suggest potential useful contents to students,
which are given to the VLE so they can be displayed to the student and he/she can
choose if use them or not. This decision serves as feedback for the recommender
system for improving recommendations. Various algorithms of recommendation
are exposed in the use cases section. The components of this architecture are
explained in detail in the following section.

4 Components of the architecture

The architecture is made up of six main components: a user component, a personal
characteristics engine, the VLE, an emotion engine, a resource component, and a
recommendation algorithm. The output is the final recommendation of the recom-
mendation algorithm. Each component is described below, and the architecture
with all components, sub-components, and their relationships is presented.

4.1 The user component

The user component models the student considering its profile, and stores all the
personal information about it. This component (the physical user) interacts with
the VLE. It is composed of two subcomponents: a physical user and a database
for storing user profiles, as it is shown in Figure [2}

User

User profile

Student

Fig. 2 User component

In the user profile database, the personal information is stored, together with
the personality traits and learning styles that are extracted using the personal
characteristics engine component. Later, this information stored in the user profile
database is sent to the recommendation algorithm for custom recommendations
of learning resources for each student.

4.2 The personal characteristics engine

This component is in charge of calculating and extracting the additional personal
information, except the emotional state, which the emotion engine is in charge of. It
has three subcomponents that work as calculators: a personal traits questionnaire,
a learning style calculator, and an expertise level calculator (see Figure |3)).
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Fig. 3 Personal characteristics engine component

Personality is estimated through different questionnaires in psychometrics. For
example, NEO-PI-R [16], BFI or 16PF5 [11] are used, among others. Personality
is very static but can change, and its changes are reflected over long periods of
time. As a result, the personality questionnaire is applied only once per semester
for each student.

The learning style is initially measured in the registry through a questionnaire,
such as [21], to measure the initial values, whereby the questionnaire is applied
every time an academic period begins. Learning style can change more frequently
than personality, and estimation needs to be made more regularly. Therefore, the
authors in [12] |46] propose to use dynamic methods, such that they assign a new
learning style to students when their performance is poor. These methods use the
information implicit in the student’s records to assess their learning style.

The experience level changes with a relatively high frequency and must be
constantly measured. To do so, data mining techniques are used on the records of
the user who interacts with the VLE. This allows it to be measured as soon as
the student interacts with the platform and does so in a transparent way without
affecting the learning process. Some influential characteristics to measure the level
of experience are the grades, the time it takes the student to complete the activity,
and the emotional state.

4.3 VLE component

In this work, we use the term Learning Management System (LMS) as a synonym
of VLE based on what is expressed in the works [22] [23]. The VLE component is
made up of three subcomponents: LMS interface, LMS Logger, and LMS Database
(see Figure. The student interacts with the LMS provided by the resource com-
ponent. The interactions are constantly captured by the LMS logger and then
used to calculate the level of experience and learning style. These records include
the qualification of a user to a resource. Additionally, these records are used by
the recommendation algorithm to have contextual information and historical data
to make more personalized recommendations of learning resources for students.
The LMS database stores the records produced by the LMS interface, the stu-
dent information, such as experience level, and the recommendations made by the
recommendation algorithm, along with their records (information on whether the
student used the recommendations or not).
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Fig. 4 VLE component

4.4 Emotion engines

The main objective of the architecture is the affective recommendation. The emo-
tion engines are the key component, where the emotional information is captured
from the users and the contents (see Figure|5)). This component is composed of two
emotional engines: the resource emotion engine and the human emotion engine.

Human emotion  Resources emotion
engine engine

Emotion
engine

Fig. 5 Emotion engine component

4.4.1 The resource emotion engine

The resource emotion engine is in charge of extracting emotional information about
the content, and its implementation varies according to the context of the applica-
tion and the type of content (video, text, audio). Therefore, a specific implementa-
tion of this subcomponent is not presented, and it is left free for the specific needs
of each case. The emotion engine interacts with the resource component to obtain
information about the content, process it, extract the characteristics of emotions,
and return this data to the resource component to be stored.

The emotional information that will be extracted from the academic resources
is the implicit emotion that the content tries to induce in the users who use the
resource, or the true emotion that it generates in the users. Academic content
has an implicit emotion that can be of great importance for any recommendation
system, where it improves the effectiveness of classification due to the induction
of the content in the student according to his/her mood. Figures |§| and m illustrate
the proposal for this sub-component. The implementation of the resource emotion
engine is separated into two phases:

— Firstly, the information implicit in the content of resources is used for extract-
ing the implicit emotion wanted to be generated by the resource on users. From
the metadata of a resource, some important features are extracted (emotion-
ally relevant words, the polarity of the content, and special embeddings of the
content). Then, these features are used by an emotional detector, which is in
charge of deciding if the content has a strong emotional component that can
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generate emotions in the user that interacts with it. In the affirmative case,
the features are then sent to an emotional recognizer, which recognizes the
emotion that the resource is most likely to generate in the students.

Emotion = Neutral

Feature extractor
engine

Resources Emotional detector Emotional recognizer

metadata

Recognized emotion

Fig. 6 Resource emotion engine subcomponent at the first phase

— Second, this subcomponent is executed periodically and consists of obtaining
the user’s emotions through the use of a specific resource. The information to
be analyzed is the student comments, and interactions by clicking on resources,
among others. All this data is sent to the hybrid emotional recognizer to rec-
ognize the most appropriate emotion for the resource. This most appropriate
emotion means the emotion that a student interacting with the resource is most
likely to feel. The architecture of this subcomponent is presented in Figure

Recognzied emotion.

Previous,
Resources emotion
metadata

user
resources
emotion log

Emotions felt, > Hybrid emptlonal
by users recognizer

Useful
information

LMS
DB

Fig. 7 Resource emotion engine subcomponent at the second phase

4.4.2 The human emotion engine

The human emotion engine is the subcomponent that extracts emotional informa-
tion from students. For this objective, multiple sources are used, and in the end,
they are fused by a hybrid engine, as shown in Figure
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Fig. 8 Human emotion engine subcomponent

In this subcomponent, six main sources of emotions are proposed: webcam,
microphone, comments (student content reviews), keyboard, mouse, and question-
naires. They were chosen due to their low intrusion because high intrusion fonts
can disrupt students’ learning process, as demonstrated in . For example, when
the student is in a VLE at home, then learning is normal, but when the student
has an electroencephalogram in his head, the entire learning process is affected by
the intrusion of the sensor.

Other additional sources are biosensors, using portable devices that are not as
invasive, such as smartwatches, heart bands, among others, can be used to analyze
student emotions.

Two strategies for fusing the different modalities are proposed, namely feature-
level fusion and decision-level fusion, as proposed by :

— The first is the fusion of characteristics directly extracted from the source;
for example, extracting acoustic features from audio and visual features from
video, putting them together in a single vector, and then the hybrid engine
recognizes the emotion based on the single vector that contains the charac-
teristics extracted from multiple sources. This strategy is represented by the
dashed lines in Figure

— The second is to fuse the different modalities at the decision level. For achieving
this, an emotion recognizer specific to each source is needed, which is why it
appears the different emotion engines in Figure[8] In the end, the outputs from
all these engines are fused on the hybrid engine. Many techniques for fusing




12 Juan Camilo Salazar et al.

at these level exist, some of them are cascade, where a first engine recognizes
one emotion, then the second takes the output from the first and uses a second
engine, and select if leave the first output or change it due to the evidence
provided by the second engine, and so on;

— Another approach is a linear combination of the different emotion recognizers
or a weighted sum. This is possible only when output from engines are contin-
uous values, for example, polarity or valence-arousal values. Another strategy
is switching which turns on and off engines, this one fits well for this problem
because it is able of turning off engines when data is not available. For exam-
ple, if it is planned to retrieve emotional data from students at the beginning,
during and after using a content (as we propose in this work), comments are
only available after using the content because a student comments a content
after using it, not before. So, the comments engine should be turned off when
retrieving emotional information before and during the use of the content. In
brief, the hybrid engine combines the outputs from every source, and outputs
a general emotional information, based on all the sources available at the mo-
ment.

The human emotion engine subcomponent receives information from the LMS
DB subcomponent of the VLE component for assessing the emotional information
(classified by the Hourglass Model [50]). Then, it sends the detected emotion to
the resource components for storing them in the user resource emotional logs
database, in order to analyze the historic emotional behavior of students. The
gathered emotional data is also sent to the recommender algorithm for making
recommendations of contents based on the emotion of the student at the moment.

4.5 Resources Component

The Resources component is in charge of storing all the information referred to
content. Two storages are considered: one for metadata of contents and the second
for logs of emotions recognized by the human emotion engine, as can be seen in

Figure[J]

Resources

user Resources

resources
lemotion log]

Fig. 9 Resources component

The first database stores the metadata of contents including the emotional in-
formation extracted using the resource emotion engine subcomponent. This meta-
data is not changing in time, updating may be performed, but changes are not
frequent, so a SQL database is proposed. This first storage only stores metadata
including the location of the data, and provides this location to LMS interface for
displaying contents to students. Also, it sends information to the resource emotion
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engine for extracting emotional data from contents, and at the end, the metadata
here stored is passed to the recommender algorithm for making recommendations.

The second storage is where the logs of the emotions extracted with the human
emotion engine subcomponent for a student are located, using a resource at a
specific time, being part of a course or studying. As many records of this type can
be retrieved for a pair (student - resource), we planned this database as one event
database. In other words, the emotion tagged for a resource used by a student can
be reconstructed using several observations of emotions during the use of content
by the same student, and form only one general emotion tag for a pair (student
- resource). This subcomponent receives information from the human emotion
engine, provides and receives information from the resource emotion engine, and
provides information to the other storage of resources, the learning style calculator,
and the recommender algorithm.

4.6 Recommender algorithm

The recommendation algorithm component is variable, and depends on the use
case and the recommendation strategy (content-based, collaborative filtering, etc.),
or may be a combination of multiple of them. We planned this component to be
flexible enough to fit in every implementation, though something that is transversal
to every implementation is the two steps filtering, as illustrated in Figure A
two-step filter is used to improve the computational response, since a high number
of resources and excessive iterations can have a computational overload.

Final contents to
recommend

Recommender algorithm

sufon 1 ! 1 AN
Logs of resource Content tr:g:;ﬁ;;y;‘cm Gurrent
LMS emotional metadata P affective state

expartise lavel

- a ? Patential contents
Resources User profile .
P! -~

Human emotion

information

LMS
DB

engine
Pre-filtering
Content User Logs of
metadata profile LMS

User profile LMS
DB

Fig. 10 Recommender algorithm component
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For the system to be scalable, a first pre-filter is made considering the topics
that the student is studying, to extract only those that are related to the topics.
Finally, only a part of the entire resource batch is retrieved, to continue with a
subsequent and more specialized filter that considers more information.

For the last filter that outputs the contents to be recommended to the student,
additional information is considered, such as the user resource emotional logs,
the emotional state of the student, the personal profile, and the LMS logs, for
calculating the relevance of each content for the students. Implementation of this
subcomponent can vary a lot, as commented previously. In the following section,
some examples of implementations are given in specific use cases.

Emotions can be directly relevant to the recommendation algorithm, indepen-
dent of the recommender strategy. For example, for content-based emotions, the
similarity between resources can be calculated using affective features from them,
as the induced emotion extracted by the resource emotions engine, or the average
emotion that users feel when using that resource, etc. For collaborative filtering
based on users, the user’s similarity can be computed using the emotions felt by
those users with the same resources. The knowledge-based compensation of emo-
tions strategy can be used for making recommendations, trying to compensate for
the negative emotions with resources that produce positive emotions. Every rec-
ommender strategy was designed for the product recommendation, though they
are completely adaptable for affective recommendations of learning resources.

4.7 Interactions between the components

The final architecture, including all the connections between components and sub-
components described in this section, is shown in Figure

Each of the interactions is described below (there is no general order of inter-
actions, they can be executed in different orders):

1. The student interacts with the LMS interface. Initially, the user is registered
and must fill out some personal data and questionnaires, then the user can
interact with the resources of the LMS;

2. The personal information captured in the register is sent to the user profile
database to be stored;

3. During the register, a questionnaire for extracting the personality traits of each
user is performed, and the results are sent to the personality traits question-
naire subcomponent;

4. During the register, a questionnaire for extracting the learning style of each
user is performed, and the results are sent to the learning style calculator
subcomponent;

5. During the register, a quiz for extracting the expertise level of each user in
different topics is performed, and the results are sent to the expertise level
calculator subcomponent;

6. Periodically, the learning style calculator extracts information from the emo-
tional logs of the user to dynamically calculate the learning style;

7. Periodically, the learning style calculator extracts information from the LMS
logs of the user to dynamically calculate the learning style;
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10.
11.
12.
13.

14.

15.

Constantly, the expertise level calculator extracts data from the LMS logs in
order to calculate the expertise level, and return the expertise level to be stored
in the LMS database;

The resulting learning style is sent to the user profile to be stored;

The resulting personality traits are sent to the user profile to be stored;

The LMS logger captures the interactions of users in the LMS interface;

The LMS logger sends the logs to the LMS Database to be stored,;

The LMS uses the information stored in the LMS Database for recommending
the resources that the recommender algorithm suggested, or for consulting
information from users;

The human emotion engine is constantly capturing data from sensors during
the interactions between users and contents, which are taking place in the LMS
interface, in order to recognize emotional information from the user;

The emotional information extracted from the user is sent to the user resource
emotion log to be stored in an event format;
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16. Emotional logs are used by the resource emotion engine for calculating emo-
tions induced by the contents;

17. Metadata from resources is used by the resource emotion engine for calculating
emotions induced by the contents, and this emotional information is stored in
the resources database;

18. Logs from LMS are sent to the resource emotion engine for extracting effective
information from them;

19. The metadata from resources is consulted from LMS in order to offer them to
the users;

20. The "average” emotion built by the user resource emotion log, described by an
event pattern, is sent to the resources database for being stored;

21. The LMS Database information is consulted by the recommender algorithm
for making suggestions of contents;

22. The resources metadata is sent to the recommender algorithm for making rec-
ommendations of contents;

23. The user resource emotion logs are used by the recommender algorithm for
making suggestions of resources;

24. The current emotional state of the user, recognized by the human emotion
engine, is used by the recommender algorithm for making recommendations of
resources;

25. The user profile is sent to the recommender algorithm in order to make sug-
gestions of contents;

26. The final recommended resources are calculated by the recommender algo-
rithm;

27. The metadata from the recommended resource is sent to the LMS database
for being stored, and thus, carrying out a track of the recommendations for
acquiring feedback for the recommender algorithm.

5 General Analysis

In this section, we present use cases to analyze the behavior of each component of
the architecture. Next, we carry out an analysis of the partial implementations of
its components, and finally, we present a case study in an initial prototype that
integrates all these components of the architecture.

5.1 Use Cases

Four use cases of the proposed architecture are presented. The first use case is the
extraction of emotional information from documents and focuses on the implemen-
tation of the resource emotion engine, the next steps for making recommendations
are proposed but not specified. The other three use cases assume that the hu-
man emotion engine is already implemented, and use the information extracted
for making recommendations.

In all use cases, the two steps filtering for recommendations is used. The first
is used for retrieving contents that are coherent with what the learner is studying,
so just a subset of all the contents that are potential suggestions is passed to the
second filter. For implementing this first filter various strategies can be used, one
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of them is filtering the resources by keywords related to the subject the learning
is studying, another approach is building an inverted index and retrieving those
resources that contain the keyword of the subject. The first filter is general and
implicit for all the use cases. The second filter is explained in each of them. This
last filter ranks the filtered contents using the affective information and contextual
information.

The first and second use cases are based on emotional techniques for making
recommendations, such that if a student feels happy, then the recommender system
will try to suggest contents according to this emotion. The third use case uses
collaborative filtering techniques for making recommendations, and the fourth use
case uses a content-based strategy for making recommendations. In brief, the list
of use cases discussed in this section includes behavior analysis of:

The resource emotion engine based on the polarity of the documents;
The resource emotion engine based on the user emotion;

— The content-based recommender strategies in our architecture;

— The collaborative filtering strategies in our architecture.

5.1.1 Analysis of the behavior of the resource emotion engine based on the
polarity of the documents

The general idea behind the first use case is to extract the dominant emotion from
a document and then make recommendations based on the emotion the user is
currently feeling. In that way, contents with dominant emotion implicit in them
similar to the context information are recommended. The instantiation of our
architecture for this use case is shown in Figure

The central component for this use case is the resource emotion engine, where
the dominant emotions in the documents are extracted. For extracting the domi-
nant emotion, the following procedure is used:

1. If the document does not have associated keywords, then they are calculated
using keyword extraction techniques. For this objective, four main types of ap-
proaches exist: based on the frequency of words, based on lexical approaches,
based on graphs, and based on machine learning. Inside these approaches dif-
ferent techniques exist, like BM25 or LDA for frequency-based, or SVM, or
conditional random fields for machine learning-based [5];

2. After keywords are calculated with any of those techniques, the sentences where
keywords appear are obtained and the polarity of all these sentences is calcu-
lated using, for example, Senticnet 5 [10] as a knowledge base [43]. Senticnet
provides polarity values for 100.000 terms in the English language, for fusing,
we can define a simple mean over the polarity of each of the terms that are
present in Senticnet 5 and the sentence. When all emotions are extracted for all
the sentences that contain keywords, they are grouped by keyword and then a
weighted mean polarity is calculated using as weights the number of keywords
the sentence contains. The more keywords the sentence contains the more rel-
evant it is to the average. After this weighted average, a unique emotion by
keyword is obtained and finally, all of these emotions by keywords are averaged
to obtain a final emotion by document, this is the dominant emotion in the
document;
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3. This dominant emotion is stored in the resource database and then used for
making recommendations together with the current emotion of the student, its
profile, and the logs from LMS, by the recommender algorithm. As the main
objective of this use case is to calculate the dominant emotion for documents,
details on further implementation of the recommender algorithm are not given.

The process of extraction of emotions from contents is the first of our archi-
tecture (see arrow number 1 in Figure . When this process has finished, then
the rest of the processes are executed: the user registers (arrows: 2, 3), the per-
sonal characteristics engine extracts the personal features (arrows: 4,5,6,7,8,9,15),
the user interacts with the resources through the VLE (arrows: 2, 13), the human
emotion engine captures the emotion felt by the student (arrow: 14), the LMS
logger captures the logs of interactions (arrows: 10, 11, 12), and lastly, the rec-
ommender algorithm makes suggestions of resources, which are tracked to give
feedback to the recommender algorithm (arrows: 16, 17, 18, 19, 20, 21).
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5.1.2 Analysis of the behavior of the resource emotion engine based on the user
emotion

The second use case is similar to the first in the way that it looks for making
recommendations based on the dominant emotion of each document, except that
in this use case the dominant emotion is not extracted from the content of the
resource, but from the emotions of the users when have used the resource. This
dominant emotion can be thought of as the mean emotion felt by all the students
that have used the resource.

The instantiation of our architecture for this use case is shown in Figure In
this use case, the students do the register (arrows: 1,2,3,4,5,7,8), and then interact
with the resources (arrows: 1, 9), the LMS logger captures these interactions and
stores them in the LMS database (arrows: 10, 11, 12). Additionally, the personal
learning style and expertise level are periodically calculated (arrows: 5,15,6,7,8).
While they are interacting, the human emotion engine is constantly capturing
the emotion felt by a student at the different moments, and stores it in the user
resources emotional log database (arrows: 13, 14). With these logs, a dominant
emotion for each user to a resource can be built, fusing them in some way. This
process of fusion of the different emotions felt by the users that have used the
resource is performed by the resource emotion engine (arrow: 16). Finally, an
average emotion for all users of a document is calculated, which is the dominant
emotion for a document. This is stored in the resources database (arrow: 17),
and the information is used for making recommendations of resources that are
related to the emotion that the user is currently feeling, its personal profile, and
its historical behavior (arrows: 18, 19, 20, 21, 22, 23).

5.1.8 Analysis of the behavior of the collaborative filtering strategies in our
architecture

The third use case is based on collaborative filtering strategies, where the items
recommended are those that are rated as good for users that are very similar to
the user that is looking for recommendations. For achieving this, a user similarity
measure is established.

In this use case, the user similarity score function is based on the logs, as major
collaborative filtering-based recommender systems do, but the difference is that in
this use case, the user similarity measure also considers the personal information:
personality, learning style, expertise level, and especially, the way the users feel.
For calculating the users feel similarity, the logs from the user resources emotion
log database are used. Two users are compared by the resources they have both
used, then the emotional logs are compared, and as they feel similar emotions with
the same resources their similarity arises. The comparison between personalities
and learning styles is more direct because they are defined using quantitative
values [1]. Finally, the expertise level of a user to a resource is also a quantitative
measure, so it can be easily compared. In this approach, the recommended items
are not those that were rated as good for similar users, but those that were best
rated when similar users were feeling the emotion that the user is currently feeling.
The instantiation of our architecture for this use case is presented in Figure

The flow of execution in our architecture is very similar to the one presented in
use cases one and two: the user registers (arrows: 1,2,3,4,5,7,8), personal features
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are periodically calculated (arrows: 5,15,6,7,8), the user interacts with resources
(arrows: 1, 9), the logs of interactions are captured (arrows: 10, 11, 12) like the
user emotional state (arrows: 13, 14), and the recommender algorithm makes rec-
ommendations based of the information available (arrows: 16,17,18,19,20,21).

5.1.4 Analysis of the behavior of the content-based recommender strategies in our
architecture

The fourth use case follows content-based strategies for making suggestions for
items. In these strategies, the items that are recommended are those that are
most similar to those that the user liked or rated as good in the past. For this
objective, a content similarity measure is needed.

In this use case, the similarity measure can be given by the cosine similarity of
vectors of quantitative features that represents the contents, and these vectors of
features can be extracted using the Word2Vec technique [33], with a special change
to consider the emotional information of each document. The Word2Vec algorithm
is trained to predict a missing word inside a context, given the rest of the words
of the context. Normally, this context is a sentence, and a word excluded from
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the sentence is wanted to be predicted using the rest of the words in the same
sentence. This technique uses a neural network architecture of 3 layers: one for
input, one hidden, and one for output. The Word2Vec algorithm can be trained
in two ways: using CBOW or Skip-gram architecture (see [5] for more details). At
the end of training with any of the two methods, the weights of the hidden layer
are extracted, and those are the vector embeddings that represent the words.

For this use case, the context is not a sentence but a session of study where a
student uses different resources to study for an evaluative activity in one course.
Thus, instead of words, the elements of the context are resources with a special
characteristic: they are labeled with the dominant emotion that the user felt using
it. In this way, the same resource with different dominant emotions is treated as
different elements, this is the way the emotional information is considered in the
algorithm.

From each session, multiple samples for training can be obtained, subtracting
one resource from the session and trying to predict the missing resource using the
other resources in the same session using Word2Vec. At the end of the training,
the weights of the hidden layer are obtained, and those are the embedding vectors
for each resource labeled with its dominant emotion. These vectors are used for
calculating document similarity score using the cosine similarity, and the most
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similar resources to those that the user has used for the same evaluative activity,
and rated as good when feeling the same current emotion, are recommended. The
instantiation of our architecture for this use case is shown in Figure [T5}
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Fig. 15 Instantiation of our architecture in the fourth use case

The sequence of execution in our architecture is very similar to the three pre-
vious use cases, but in this case, there is a singularity: the personal characteristic
engine is not needed because this use case does not use the personal features of
users to make recommendations. Instead, the similarity of resources based on their
content and their emotional label is used for making suggestions of content. Due
to that, the sequence is as follows: the user registers into the system (arrows: 1, 2),
the user interacts with the resources in the VLE (arrows: 1, 3), the logs of these
interactions are captured (arrows: 4,5,6), like the user emotional states (arrows: 7,
8). The emotional states of all users are sent to the resource emotion engine for
training the model, and extracting the embedding vectors from resources (arrows:
9,12, 11). Finally, the recommender algorithm receives all this information, includ-
ing the embedding vectors, and makes recommendations of resources as explained
in previous paragraphs (arrows: 12, 13, 14, 15, 16, 17, 18).

5.2 Preliminary Advances in the Architecture Implementation
For the implementation of the proposed architecture, some of its components have

been developed in different works. These components have been tested in various
scenarios, to ensure their adaptive capabilities to the educational context.
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In particular, the components of the proposed architecture that have been de-
veloped in other works are the personal characteristics engine, the emotion engine
(composed of a feature extractor engine, an emotional detector and a hybrid emo-
tional recognizer), the human emotion engine, and the recommender algorithm.

At the level of the hybrid emotional recognizer and the human emotion engine
components, in [45], the affective state of users in virtual learning environments
was evaluated in terms of continuous activation and valence values, making use
of multimodal information (audio, text and video). Different approaches, using
feature-level fusion and decision-level fusion, were used in this work for emotion
multimodal recognition with missing data. This is a novel proposal because it
represents emotions in the continuous space, which is not common in virtual ed-
ucation, and the use of the modalities available in a virtual environment at any
moment of the teaching-learning process.

For the emotional detector component, [43] presented the Sentiment Classifica-
tion problem in texts, and proposed a strategy to classify their polarity (positive or
negative). To do this, three methods of extracting keywords from the text are an-
alyzed, and a process for automatic identification of their polarity is defined. The
extracted features/keywords were analyzed using the polarity analysis process, to
determine the positive/negative connotation of the text.

With respect to the feature extractor engine component, Aguilar et al. [5] ana-
lyzed the capabilities of different techniques to build a semantic representation of
educational digital resources. They extracted the features/characteristics from the
digital resources, using the next feature extraction methods: the Best Matching 25,
the Latent Semantic Analysis, Doc2Vec, and the Latent Dirichlet allocation. These
features/descriptors were tested in three types of educational digital resources (sci-
entific publications, learning objects, patents), a paraphrase corpus, and two use
cases in an information retrieval context and in an educational recommendation
system. For this analysis, unsupervised metrics were used to determine the feature
quality proposed by each one, which are two similarity functions and the entropy.
Jimenez et al. [24] analyzed several feature types in audio in a classroom from
different points of view: time series, sound engineering, etc. They described the
audio as a set of time series, which is not very common in the literature. Moreover,
they proposed an automated method for feature engineering in audios, to extract,
analyze and select the best features in a learning context.

With respect to the recommender algorithms, in [54] an adaptive hybrid rec-
ommendation architecture is proposed, which responds to the dynamic behavior of
the environment through the use of metrics (meta-characteristics), from which the
hybrid configuration for the recommendation is determined. In the experiments,
in the context of a case study, its adaptive capacities were shown, exemplifying its
operation, and evidencing its flexibility to be implemented in various ways and in
multiple contexts.

Finally, in [35] a pilot test was applied in hybrid and virtual courses of the
EAFIT University of Colombia, integrating the different components developed in
the MOODLE platform. The objective of the test was to evaluate the architecture
in an integrated manner in several recommendation cases.

The first relevant conclusion of the implementation of the first components is
that the architecture depends a lot on the decisions made in the implementation,
at the level of mechanisms, libraries, strategies, among others, used. For example,
in the development of the components proposed in |45] and [43], we see that their
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results depend on the emotion representation scheme used, or on the sentiment
analysis tool used (in our case, Senticnet).

5.3 Case Study

This section presents an example of the functioning of the pilot of the architecture
used in [35] that integrates the implemented components described in the previous
section. For the case study, the proposed architecture was applied in an academic
course on programming algorithms for the training process of software engineering
students. The course is attended by 22 students, 14 men and 8 women.

The course is made up of 12 general topics to cover in 16 weeks of academic
activity, using learning resources made up of guides, books, workshops, laboratories
and evaluation content. The case study was applied for an initial recommendation
of learning resources, using a classification of emotions of the academic material
stored in the LMS - Moodle, and the learning styles, personalities and emotions of
the students. In the first case, the emotion engine of academic resources is used [43],
and in the second case, the engines of personal characteristics and human emotion
are used [45].

According to the emotion engine of academic resources [43|, for each of the
documents, the keywords were identified with the tf-idf algorithm (from Term fre-
quency — Inverse document frequency), which were used to obtain the polarity of
these documents using Senticnet 5 [10]. Particularly, all emotions are extracted
for all sentences containing keywords, grouped by keyword, and then, a weighted
mean polarity is calculated using as a variable the number of keywords the sen-
tence contains. The more keywords the sentence contains, the more relevant it
is to the average. After this weighted average, a unique emotion per keyword is
obtained, and finally, all these emotions per keyword are averaged to obtain a final
emotion per document. This is the dominant emotion in the document, stored in
the database for later use. Table [I] provides an example of the emotion classifica-
tion for some learning resources of the teaching-learning process that make up the
selected course.

Table 1 Example of classification of academic documents

Course topic Resource Emotion
Introduction to programming algorithms | Funl.pdf Neutral
IntrolAl.pdf | Happy
Casos.pdf Worried

Conditionals Condl1.pds Happy
Example Confused
Workshop Neutral

For the determination of personal characteristics, the following procedure is
used. For the registration of the course, the students filled out a form for the
identification of the learning style, applying the learning style model proposed
by Felder-Silverman [21] (Learning style: Active/reflective - Sensory/intuitive -
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Visual/verbal -Sequential /global). After identifying the learning style, the psycho-
metric test 16PF5 [11] was applied, for the identification of the students’ person-
ality, with the aim of using it in the recommendation process. Table [2| provides an
example of the results of the learning styles and the personalities (Ex: extraversion;
Ax: Anxiety; Tm: Directness; In: Independence; SC: Self-control).

Table 2 Examples of student characteristics (personality and learning styles)

Student Learning style Personality

Ex | Ax | Tm | In Sc
Student 1 | Sequential/global | 4,9 | 5,8 | 8,6 4,4 | 5,4
Student 2 | Active/reflective 46 | 5,2 | 5,3 51 | 4,9
Student 3 | Sensory/intuitive | 5,1 | 5,6 | 6,3 4,3 | 4,8
Student 4 | Active/reflective 6,2 | 6,1 7,2 55 | 5,1
Student 5 | Active/reflective 4,6 | 6,6 | 8,0 53 | 5,0
Student 6 | Sensory/intuitive | 4,2 [ 5,0 | 6,1 55 | 5,3

As already mentioned, the recommendation of the learning resources will only
be made for the beginning of the course, taking into account the initial emotion of
the student during the teaching-learning process detected by the human emotion
engine [45]. Thus, after storing the previous information, the recommendation
system used the content filter algorithm with the aim of determining the learning
resources to be recommended according to the student’s learning style, emotion
and personality [54].

Figure shows an example of the results obtained in the recommendation
process in the case study. For each of the course topics, there are several content
options that the recommendation system assigns to the student according to their
learning style, personality and emotion. The learning resources are represented by
a color, depending on its emotion classification by using the colors represented by
the hourglass (see Figure |8 proposed by [50].

Topic 1 Topic 2 Topic 3 Topic 4

R1 R4 R6 R9 R11 |R12 |R13 |R14 |R15 |R16 |R17
Studentl X X X X
Student2 X X X X
Student3 X X X X
Student4 X X X X
Student5| X X X X X
Student6 X X X
Student?7 X X X

Fig. 16 Example of recommendation results

A first general conclusion based on the results of the case study is the abil-
ity of our approach to analyze the polarity of academic documents based on
their content. The emotion resource engine is able to determine the emotion con-
veyed /implicit in the document (see Table . A second general conclusion of our
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approach is the ability to define the personal characteristics of students, which in-
clude their emotions and learning styles|2| To do this, our approach uses different
engines, such as the recognition of human emotions.

Finally, using all this information, our approach is capable of recommending
learning resources to students for each topic of a course (see Figure . It rec-
ommends them, considering emotions as a fundamental element of the process.
It consistently recommends learning resources with similar emotions, for different
topics, for a given student (see, for example, in Figure student 1). This even
leads it not to give recommendations when emotionally adequate resources for the
student’s profile are not found (see, for example, in Figure students 6 and 7
and topic 3).

6 Comparison with previous Works

In order to compare our work with similar previous works, a set of qualitative
criteria of interest were used, identified in [44]:

— A: the work considers emotions from users,

— B: the work considers emotions from contents (i.e., the emotion the resource
is generating in the users that interact with it),

— C: the work considers the personality traits for characterising users,

— D: the work considers the learning style or preferences of users for making
recommendations,

— E: the work considers the expertise level for characterising users,

— F: the work uses the logs or interactions of users with the VLE for making
suggestions of resources,

— G: the work uses the logs of recommendations for improving them (i.e., it
considers if the user liked or used the recommendations previously given, for
improving future recommendations),

— H: the work considers information from multiple modalities for the recognition
of the emotional state of users,

— I: the work provides automatic recommendations, that is, recommendations
are built by the recommender system,

— J: the work does not only use the current emotional state, but also the historic
emotional state for making recommendations, and finally,

— K: the work is flexible and can consider multiple recommendation strategies,
like content-based, collaborative-filtering, knowledge-based, among others.

Table 3 presents the comparison of our architecture with related works.

Table 3 Comparison with related works

ABJ]C[DJE[JF|[G[H]|I [J K
[28 X X[ X[ X
| [47 X X X
37 X X[ X [ X[X X
I [36 X [ X X X X
| ][40 X X X | X X
18 X X[ XX X
[thiswork | X | X | X | X | X | X | X | X | X | X [X
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As can be seen in Table 1, the only architecture that meets all criteria is the one
proposed in the present paper. In general, all architectures consider the emotions
of the users, but only our proposed approach and [12] also consider the emotion
in the contents. The works 28] [37] use a discrete modeling approach to emotions,
while the rest use a continuous one, among which those based on Sentic computing
stand out ( [18], [36] and the current study).

Moreover, it is not usual for papers to use the level of expertise or personal
traits of users, nor do they consider multimodal approaches to recognize an emo-
tion. For example, some of the few approaches that try to define a user profile
mainly use approaches such as the Felder-Silverman model [47], or schemes based
on behavioral metadata [37], without considering emotions. However, our work
is the only one that considers the behavior (emotion), learning styles and per-
sonality of users when using the recommendations as feedback, to improve future
recommendations.

On the other hand, few works use the users’ emotional history to self-adjust.
For example, the work [37] uses the logs of Moodle. Our architecture is the only
one that integrates different sources (for example, the interactions in the VLE) to
enrich the recommendation process, and in this way, improve the personalization
of the recommendations considering the emotions in the context (in users and
resources).

For the recognition of the emotional state of users, normally, the face is used,
but some also use written content on social media ( [40], [47] and our work). On the
other hand, some works use multiple recommendation strategies such as content-
based and collaborative-filtering in [2§], or several types of collaborative-filtering
in [36], but our approach is the only one to mix different recommendation strategies
with the current and the historic emotional state for making recommendations.

Finally, this architecture is easy to model using the multi-agent systems paradigm
[2] 3], which facilitates the modular development and subsequent integration of its
components. This is what has allowed the development of some of the components
described in the previous sections.

7 Conclusions

The architecture proposed in this work is flexible enough for supporting multiple
implementation ideas of affective recommender systems, even for implementations
where a recommendation is not necessary, like in the first use case where the final
objective was extracting the dominant emotion in the contents of resources.

In this architecture, the emotion engine is separated from the personal charac-
teristics engine since although emotions are personal, they present a lot of variance
and the learning process is very sensitive to the emotional state of the learner, as it
has been shown in related works |41]. In addition, the emotional state of a person
changes much more frequently than expertise level, learning style and personality.

In the first use case, the user resource emotion log database is not considered
because the historic information of the user is not taken into account. In the
second use case, the cold start can be a serious problem at the beginning of the
system for making recommendations, but it can be attacked using the information
generated by the first use case at the beginning. For the fourth use case, a lot
of tagged information is needed for training the Doc2Vec model. Also, additional



28 Juan Camilo Salazar et al.

personal information could be considered, like personality traits, learning styles,
and expertise level of a student on the documents.

Aspects that are not addressed in this work, and are important for the im-
plementation of the architecture, include the communication between components
and subcomponents, which can follow the principles of service-oriented design for a
low coupling. Another aspect is the representation and storage of the information
used by our architecture, like the emotional states, learning style, among others.
Just as an example, for representing the emotional state many models exist and
there is no consensus on which is better, or what emotions to use. In each use case,
the model for representing emotions can be different, for example for use cases one
and two, the model must be continuous to determine the average, but for use
cases three and four, the model can be discrete. Future works should analyze in
depth which emotional models are most appropriate for each component of our
architecture.

Future works must also consider the implementation of the human emotion
engine, dealing with the multimodality problem of recognizing emotions. Moreover,
future work must prove the real performance of the architecture in a real scenario,
evaluating how much the student’s performance raises when considering affective
characteristics for making recommendations of contents. Another suggestion for
work is the analysis of the feedback mechanisms based on emotions to improve
the recommendations, and the analysis of our architecture to support students
with disabilities, such as students with dyslexia, autism, and blindness, among
others. Finally, other works must consider how to integrate this architecture in
more advanced recommendation systems, like intelligent recommender systems or
autonomous recommender systems [34].
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