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ABSTRACT
The introduction of ChatGPT and the subsequent improvement
of Large Language Models (LLMs) have prompted more and more
individuals to turn to the use of ChatBots, both for information
and assistance with decision-making. However, the information the
user is after is often not formulated by these ChatBots objectively
enough to be provided with a definite, globally accepted answer.

Controversial topics, such as “religion”, “gender identity”, “free-
dom of speech”, and “equality”, among others, can be a source of
conflict as partisan or biased answers can reinforce preconceived
notions or promote disinformation. By exposing ChatGPT to such
debatable questions, we aim to understand its level of awareness
and if existing models are subject to socio-political and/or economic
biases. We also aim to explore how AI-generated answers compare
to human ones. For exploring this, we use a dataset of a social me-
dia platform created for the purpose of debating human-generated
claims on polemic subjects among users, dubbed Kialo.

Our results show that while previous versions of ChatGPT have
had important issues with controversial topics, more recent ver-
sions of ChatGPT (gpt-3.5-turbo) are no longer manifesting signifi-
cant explicit biases in several knowledge areas. In particular, it is
well-moderated regarding economic aspects. However, it still main-
tains degrees of implicit libertarian leaning toward right-winged
ideals which suggest the need for increased moderation from the
socio-political point of view. In terms of domain knowledge on
controversial topics, with the exception of the “Philosophical” cate-
gory, ChatGPT is performing well in keeping up with the collective
human level of knowledge. Finally, we see that sources of Bing AI
have slightly more tendency to the center when compared to hu-
man answers. All the analyses we make are generalizable to other
types of biases and domains.
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1 INTRODUCTION
With the advent of ChatGPT, generative AI in general, and ChatBots,
in particular, are becoming widely used and increasingly ubiquitous.
The popular integration of ChatBots in our daily life has caught
the attention of research communities to assess the performance of
these models on various tasks such as providing factual answers
[30], automatizing text annotations tasks [20], or assessing the risks
of enabling the mass production of toxic content [21].

As for every AI model, there are also concerns about various
types of social bias that can be mutually reinforced by LLMs [17].
For example, AI biases have been reported towards certain minori-
ties [23] and underrepresented groups or genders [10]. Contrari-
wise, there are conservative online users reporting “woke” agendas
in ChatGPT [15, 27]. Prompts showing that ChatGPT would tell
people a joke about a man but not a woman, or flag gender-related
content, and refuse to answer questions about Mohammed [16]
have gone “viral”. Despite these concerns, studies centered on AI
are usually focused on specific types of biases [5], making the scope
of prior work narrow.

We address this gap in the literature through the creation of a flex-
ible and generalizable approach that assesses how Large Language
Models designed for dialogue (such as ChatGPT) respond to contro-
versial topics. For this, we leverage a unique combination of data
sources and a processing pipeline that let us obtain AI-generated
data on controversial topics and compare it with human-generated
data. In particular, we collect data from an online debating platform
called Kialo1 — a social media platform for debate. The debates
on Kialo are organically created and developed by a community
of dedicated debaters, and proxy the collective notion of humans
about what topics can be considered controversial.

1https://www.kialo.com/, last accessed 2 June 2023.
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By exposing ChatGPT to controversial topics that have appeared
“in the wild”, we aim to explore two main research questions:

1) When responding, does ChatGPT recognize topics as contro-
versial and moderate itself or does it exhibit socio-political and/or
economic biases? 2) How does the answer compare to human an-
swers? To answer these questions, we devise a novel method that
can assess learning biases and policies in the moderation of AI
responses. Our contribution provides a holistic overview of AI’s
drift from public opinion on controversial topics. In general, we
find that ChatGPT is more moderated in the economic aspects than
in the sociopolitical aspects. Compared to human responses, our
analysis suggests that ChatGPT does a good job of engaging with
complex controversial topics in almost all with the exception of
the “Philosophy” domain, where ChatGPT has a significantly less
diverse domain-specific vocabulary.

2 RELATEDWORK
Previous work by Barocas et al. [24] suggests that biases in ML
could cause allocational or representational harm to different de-
mographic groups. For instance, Abid et al. [1] demonstrate that
the GPT-3 language model carries undesirable societal biases about
religious groups. The study shows that “Muslim” is correlated with
“terrorist” in 23% of the test cases. Si et al. [21] demonstrate that
open-world ChatBots could generate toxic and biased responses
even initiated by nontoxic queries. Their work shows that around
8% of the tested ChatBots’ responses were toxic by sending queries
from the 4chan dataset. Blodgett et al. [7] present a comprehensive
review of bias in NLP, warning that AI biases could cause unfair
allocation of resources or opportunities to some social groups or
even lead to them being represented in a discriminated unfavorable
or insignificant way.

Lee et al. [17] present a small-scale social bias evaluation method
against ChatBots, which gathers and compares responses fromChat-
Bots and human participants for a limited set of survey questions
in a psychology paper.

Moving beyond bias, there is also abundant recent Q&A litera-
ture aiming to measure the overall performance of ChatBots. For
example, Zhu et al. [30] assess the power of ChatGPT in annotating
social media texts. Also, Shen et al. [20] check the reliability of
ChatGPT responses to questions in eight domains.

Although existing studies offer a targeted overview of the per-
formance of ChatBots in certain domains, their analyses tend to
ignore the base rate in favor of reporting results on the individual
data. Instead, we study the performance of language models on con-
troversial general-purpose topics. To our knowledge, the only work
that looks at answers to controversial topics in LLM focuses on the
medical context (i.e., Lacrimal Drainage Disorders) [4]. Our analy-
sis, however, does not cherry-pick specific types of controversial
questions. Instead, we leverage a rich dataset of online social media
discussions around controversial topics. This analysis provides a
more realistic measure of the model’s behavior while exposed to
controversy in the real world, where we handle challenges that
stem from an increasingly diverse and complex ecosystem.

3 DATA COLLECTION METHODOLOGY
Our work leverages a unique combination of three data sources: (1)
human-generated data from an online debating platform (Kialo),
(2) AI-generated data from queries to LLMs, and (3) annotations of
the leaning of online sources.

3.1 Kialo Discussions
Kialo is an online debating platform that helps people engage in
thoughtful discussions, understand different points of view, and
help collaborative decision making [2, 3]. In this study, we crawl
�2,900 popular discussions hosted on the Kialo debating platform.
First, we collect meta-data and links to all the popular discussions2
on Kialo. Next, we browse each discussion using its link and scrape
its entire discussion tree.

Furthermore, we also get the tags associated with each of the
Kialo discussions and the polarities for each argument, — whether
an argument is attacking (con) or supporting (pro) its parent argu-
ment. Overall, we get �2,900 Kialo debates with a mean (median)
of �131 (52) arguments per debate. Kialo debates are typically bal-
anced, with the vast majority of discussions having between 40%
and 60% supporting arguments, with the rest being attacking argu-
ments. Due to Kialo’s strict moderation policy, each piece of text
submitted to a debate is a self-contained argument with a clear
claim backed by reasoning [6]. Moderators vet every piece to make
sure that it is relevant to the thesis and that the argument has not
been covered by other parent arguments. Furthermore, Kialo de-
bates are also tagged into topics, such as “society”, “economics”,
“science”, “philosophy” and “feminism”, which allows us to interro-
gate the stance of the different dialogic LLM models on different
topic areas.

3.2 Query Dataset
We query different dialogic LLMs with controversial topics drawn
from Kialo. We focus on different Open AI models to assess how
responses to controversial topics have evolved with the models.
Additionally, since the publicly available OpenAI models are limited
to GPT-3.5, we also query Bing AI to understand the responses of
dialogic LLMs based on GPT-43. Bing AI’s additional benefit is
is that it also provides references based on Bing’s search engine,
allowing for the analysis of potential bias in its choice of sources.
Sources & Method: For Open AI models “text-curie-001”, “text-
babbage-001”, “text-davinci-001”, “text-davinci-002”, “text-davinci-
003”, and “gpt-turbo-3.5”, we use the official open source Python
library of Open AI.4 To ensure reproducibility, we set the tempera-
ture argument in Open AI API to zero. This removes the model’s
randomness and only chooses words with the highest probability.
For Bing AI, since there is no available API at the moment, we write
a scraper to use Bing AI’s online interface to send the queries and
retrieve the answers. Also, we store the exact query date and time
for version control (all the queries are made in early May 2023).

2https://www.kialo.com/explore/popular, last accessed 19 May 2023.
3https://blogs.bing.com/search/march_2023/Confirmed-the-new-Bing-runs-on-
OpenAI%E2%80%99s-GPT-4
4https://github.com/openai/openai-python
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Query Inputs : We make a range of queries to the di�erent LLMs.
We populate those queries with inputs from other sources. Next,
we detail each of the sources we use in our query dataset:

� Political Compass test.Similar to Rozado [19], we write the
declarative statements of the 62 political compass test and ask
the language models to choose whether they �Strongly Dis-
agree�, �Disagree�, �Agree�, or �Strongly Agree� with them
(see Table 1 for a sample). This was done for all 7 language
models.

� Kialo Questions � Free Style.We ask the� 2,800popular and
controversial topics in Kialo to all 7 language models. We
ask them in free-style format, meaning that we simply add a
question mark to the end of the initial statement on Kialo if
the statement is not already in an interrogative format (see
Table 3 for a sample).

� Kialo Questions � Prompt Engineered.We also engineer the
prompts for every query to make it support both sides for
each Kialo topic by explicitly asking it to provide pros and
cons for the statements (see Table 8).

� AI Annotated Statements.We ask �gpt-3.5-turbo� to label
� 200 economic topics from Kialo as economically left, �eco-
nomically right�, or �unclear� and label� 1,000 sociopolitical
statements as �libertarian�, �authoritarian�, or �unclear�.

Free Style vs Prompt Engineering. We use two di�erent query
methods to make our analysis more extensive as we explain next.
First, the free-style method provides �exibility to generate responses
without pre-de�ned constraints (i.e., limited prompts). The output
for this type of query may be (1) ayes or noanswer (Table 2), (2) a
moderated answer withimbalancedarguments in favor of one side
(Table 3), or (3) a moderated answer withbalancedarguments in
favor of both sides (Table 4).

Second, we perform prompt engineering to compare the pros and
cons of human- and AI-generated answers. We make this query only
from the latest model of Open AI which is �gpt-3.5-turbo�, as we
note that it has been engineered to o�er an exactly equal number of
pros and cons. We also use the o�cial template prompt engineering
style provided by ChatGPT for classi�cation tasks as used by prior
work [30] to measure the annotation power of ChatGPT.
Query Output. We �ne-tune regular expressions to parse and
extract the arguments provided by open-ended answers of gpt-3.5-
turbo. For prompt-engineered responses, this step is not necessary
as the pros and cons are cleanly separated in the AI's response and
they can be automatically labeled with respect to the leaning of the
initial prompt (e.g. Con argument of an economically right claim
on Kialo would be labeled as economically left).

3.3 Source A�liation
We scrape and combine the latest (early May 2023) database of two
popular websites (MediaBiasFactCheck5 and AllSides6) that have
labels for the leaning of online sources and have been widely used
in previous related literature [9, 28, 29].

The breakdown of the number of each rated class of sources in
the combined dataset is as follows:

5https://mediabiasfactcheck.com/
6https://www.allsides.com/media-bias

{�left�: 388, �left-center�: 872, �center�: 1339, �right-center�: 535,
�right�: 287, �allsides�: 15, �pro-science�: 158, �questionable�: 969,
�conspiracy-pseudoscience�: 349, �satire�: 77}
Ethical Considerations: To address any mishandling of data, we
exclusively use publicly accessible information, adhering to well-
established ethical protocols for collecting social data. Our data
collection and the analysis of our research questions have been
approved by the ethics committee at the author's institution.

4 LIMITATION OF DIRECT TESTING
A straightforward method for measuring the bias of language mod-
els is to expose them to tests containing explicit questions that are
designed to be asked from humans to explicitly survey and grade
their ideological leanings (e.g. Political Compass [26], Pew Political
Typology Quiz [18], 8 Values Political Test [13]). Rozado [19] have
applied 15 political orientation tests to ChatGPT by prompting us-
ing the test's style to engineer the exact prompt for ChatGPT (see
Table 1 for a sample). Here, we take the Political Compass test as
an example which asks 62 questions from users to map them into
two-dimensional axes with the horizontal axis being the economic
orientation and the vertical being the social one. Figure 1 portrays
the replication of the same experiment for all the language models
of Open AI. Except for the mid-December 2022 version of ChatGPT
which is collected from [19], the rest are the queries we made in
early May 2023.

Figure 1: Political Compass Results for OpenAI Models.

However, as the self-moderation of dialogic LLMs improves with
each successive model, such tests are becoming inapplicable for
testing AI's biases. Taking the example of the Political Compass test,
our analysis shows that, as the Open AI language models update,
only a small proportion of their answers to the test's questions are
direct agreements or disagreements. Instead, the model tends to
provide moderated responses that consider the complexity of the
issue at hand. Table 1 shows a sample answer to a controversial
question in the Political Compass, where gpt-3.5-turbo ignores
instructions prompting for a categorical answer (from agree to
disagree) and answers�As an AI language model, I do not have
personal opinions or beliefs. However, [a set of stances]�.




	Abstract
	1 Introduction
	2 Related Work
	3 Data Collection Methodology
	3.1 Kialo Discussions
	3.2 Query Dataset
	3.3 Source Affiliation

	4 Limitation of Direct Testing
	5 Measuring Bias in the Wild
	5.1 Overview of our Approach
	5.2 Direct Leaning: Binary Answers
	5.3 Bias in Sources
	5.4 Bias in Arguments
	5.5 Bias in Mitigation

	6 Domain Knowledge: AI vs Human
	6.1 Embedding Variance
	6.2 Gunning Fog Index
	6.3 Domain-Specific Vocabulary

	7 Discussion & Conclusion
	References

