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ABSTRACT
Background: During the global pandemic crisis, various detection methods of COVID-19-positive
cases based on self-reported information were introduced to provide quick diagnosis tools for
effectively planning and managing healthcare resources. These methods typically identify positive
cases based on a particular combination of symptoms, and they have been evaluated using different
datasets.

Purpose: This paper presents a comprehensive comparison of various COVID-19 detection
methods based on self-reported information using the University of Maryland Global COVID-19
Trends and Impact Survey (UMD-CTIS), a large health surveillance platform, which was launched in
partnership with Facebook.

Methods: Detection methods were implemented to identify COVID-19-positive cases among
UMD-CTIS participants reporting at least one symptom and a recent antigen test result (positive or
negative) for six countries and two periods. Multiple detection methods were implemented for three
different categories: rule-based approaches, logistic regression techniques, and tree-based machine-
learningmodels. Thesemethodswere evaluated using different metrics including F1-score, sensitivity,
specificity, and precision. An explainability analysis has been also conducted to compare methods.

Results: Fifteen methods were evaluated for six countries and two periods. We identify the best
method for each category: rule-based methods (F1-score: 51.48% - 71.11%), logistic regression
techniques (F1-score: 39.91% - 71.13%), and tree-based machine learning models (F1-score: 45.07% -
73.72%). According to the explainability analysis, the relevance of the reported symptoms in COVID-
19 detection varies between countries and years. However, there are two variables consistently relevant
across approaches: stuffy or runny nose, and aches or muscle pain.

Conclusions: Regarding the categories of detection methods, evaluating detection methods using
homogeneous data across countries and years provides a solid and consistent comparison. An
explainability analysis of a tree-based machine-learning model can assist in identifying infected
individuals specifically based on their relevant symptoms. This study is limited by the self-report
nature of data, which cannot replace clinical diagnosis.

1. Introduction
InDecember 2019, the coronavirus disease 2019 (COVID-

19) emerged in China caused by the severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2) [1]. Within a few
months, the expansion of this disease triggered a global
pandemic crisis that stressed national healthcare systems.
In this context, the management of the healthcare resources
(hospital beds or intensive care units) was determined by
the availability of efficient instruments for tracking the pan-
demic evolution [2]. In this regard, the antigen test based on
reverse transcriptase polymerase chain reaction (RT-PCR)
was the standard diagnostic tool for identifying infected
people [3]. However, RT-PCR tests required material and
human resources that were not always available. These
limitations hindered the control of disease expansions and
the timely implementation of corrective measures [4].
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To overcome these drawbacks, various COVID-19 de-
tection methods based on self-reported health information
were developed [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18]. In general, these methods identify positive cases
based on the most predictive combination of symptoms.
Other methods build machine-learning models that evaluate
a set of individual features such as symptoms, age groups,
and gender. Notice that the aforementioned techniques have
been evaluated using datasets of different sizes and types. In
April 2020, the University of Maryland Global COVID-19
Trends and Impact Survey (UMD-CTIS), in partnership with
Facebook, launched the largest health surveillance platform
to date [19]. More precisely, this project recorded, on a daily
basis, the responses of invited Facebook users about topics
related to the COVID-19 pandemic. This instrument was
launched in 56 languages and it recorded tens of millions
of responses from 114 countries or territories worldwide.

This paper presents a consistent comparison of differ-
ent COVID-19 detection methods based on self-reported
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information. More precisely, we compare the performance
of the various detection methods using data extracted from
UMD-CTIS for six countries: Brazil, Canada, Israel, Japan,
Turkey, and South Africa, and for two periods: 2020 and
2021. We selected countries based on their geographical
diversity and the availability of sufficient data samples. In
addition, we analyze the performance for 2020 and 2021,
which represent different periods during the pandemic: with
and without vaccination. Some methods provide either the
prediction rules or model parameters [9, 10, 5, 20, 12, 16,
6, 7, 21], so the training phase is not necessary. On the
contrary, other methods require a training phase to optimize
the detection engines based on machine-learning models
[11, 22, 13, 23]. The performance of each method is eval-
uated using four metrics: F1-score, sensitivity, specificity,and precision. Since imbalanced classes affect the estimation
of the F1-score, in addition to our comparative analysis on
each country and period, we also evaluate the methods for
three groups of countries: the entire set of the six countries,
the countries with a high test positive rate (TPR), and the
countries with a low TPR. Lastly, an explainability analysis
is conducted on the best detection method per category.

There are few studies comparing COVID-19 detection
techniques from self-reported data. Yalçın and Ünaldı [24]
examined the performance of various machine-learning
models using a dataset with symptoms (e.g., fever, dry
cough, and breathing problems) and other features such as
contact with infected people, and mask-wearing. Specifi-
cally, Yalçın and Ünaldı built detectors based on the K-
nearest neighbor, multilayer perceptron neural networks,
logistic regression, gated recurrent unit, support vector
machines, long short-term memory, and deep learning al-
gorithms. This approach is limited by the fact that it does
not elaborate on the optimization of the machine learning
models or model architectures. In contrast to [24], our
approach compares the performance of methods widely
used for COVID-19 detection at early pandemic stages.
Moreover, we analyze the explainability of the most relevant
features for detecting COVID-19 positives. Moreover, Sedik
et al. [25] proposed two data-augmentation models to study
the learnability of both Convolutional Neural Networks
and Convolutional Long Short-Term Memory-based deep
learning models. The method proposed by Sedik et al.
detects positive cases by applying deep learning techniques
to different medical imaging modalities. Unlike [25], our
approach compares the performance of various COVID-19
detection methods based on self-reported information.

In this paper, we perform a comparative study of var-
ious detection methods based on self-reported information
using the UMD-CTIS data [26]. The main contributions are
twofold:

• We compare the performance of COVID-19 detec-
tion techniques based on self-reported information
using UMD-CTIS data extracted from six countries
for 2020 and 2021. These methods are consistently
examined using quality metrics (F1-score, sensitivity,
specificity, and precision).

• The comparison includes an explainability analysis
that considers the response provided by the best de-
tection technique of each category (rule-based ap-
proaches, regression techniques, and tree-based clas-
sifiers). The explainability analysis identifies the rele-
vant features in COVID-19 detection.

In general, the detection methods exhibiting the best
performances across different groups and metrics are Smith
[10] (F1-score: 56.59%), Astley [23] (F1-score: 55.97%),
Menni [9] (F1-score: 55.45%),Mika [13] (F1-score: 53.98%),and Shoer [22] (F1-score: 53.35%). Individual features
associated with the best detection methods are loss of smell,
loss of taste, cough, and fever.

The article is organized as follows. Section 2 describes
the information to carry out the experiments (datasets, qual-
ity metrics, and the experimental protocol). Section 3 shows
the results yielded by each method using the same datasets,
as well as an explainability analysis of the best detection
technique per category. Finally, Section 4 makes a general
analysis of the achievements, and summarizes conclusions
and future work.

2. Experiments
2.1. Dataset

Since April 23, 2020, Facebook worldwide users out-
side the USA were invited to participate in the UMD-
CTIS by displaying a banner on the user page. Users who
accepted the invitation were moved to a web-survey plat-
form, where potential participants must report age ≥ 18 and
consent of data use before responding to the survey. The
survey, designed by the University of Maryland, consists
of a questionnaire collecting information on gender, age
groups, symptoms, COVID-19 testing, among others. These
questionnaires were translated into 56 languages for 114
countries and territories. Furthermore, the survey instrument
was continuously updated. Finally, UMD organized and
stored daily microdata that was further processed to develop
our comparative study.

Based on the UMD-CTIS data, we compare the per-
formance of different COVID-19 detection methods in six
countries: Brazil, Canada, Israel, Japan, Turkey, and South
Africa. These countries are selected based on geographical
diversity and a large amount of available data. Furthermore,
we compare the performance yielded by the various methods
for two periods: (2020) fromApril 23 to December 31, 2020,
and (2021) from January 1 to December 31, 2021. Notice
that the end of 2020 matches the start of the first COVID-19
vaccination campaigns. Therefore, we analyze the detection
methods without andwith information on vaccination accep-
tance. We extract samples from respondents who reported
at least one symptom within the past 24 hours and a test
result (positive or negative) within the preceding 14 days.
As can be seen in Table 1, 83, 238 respondents from Brazil
reported a test outcome and at least one symptom in 2020.
In this cohort, 44, 963 participants reported a positive test
result, and 38, 275 respondents had a negative test outcome.
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Table 1
Characteristics of the study population for the various countries and for two non-overlapped periods (2020 and 2021).

Characteristic Brazil Canada Israel Japan Turkey South Africa
2020 2021 2020 2021 2020 2021 2020 2021 2020 2021 2020 2021

1. Tested symptomatic, N 83238 262683 8927 33997 5944 19063 4698 41010 15952 28896 7883 23038
2. Test outcome

(a) Positive, N 44963 106471 838 3433 1238 2869 532 4011 6167 9228 2866 8459
(b) Negative, N 38275 156212 8089 30564 4706 16194 4166 36999 9785 19668 5017 14579
(c) TPR, % 54.02 40.53 9.39 10.10 20.83 15.05 11.32 9.78 38.66 31.94 36.35 36.71

3. Gender
(a) Female, N 45357 130235 5438 19472 2941 9290 1679 14283 3939 7185 3923 11291
(b) Male, N 24928 76689 2315 9824 2199 6746 2388 20791 8920 15292 2525 6730

4. Age groups
(a) 18-24, N 8270 27474 1136 3248 583 1498 179 871 1716 2267 739 1580
(b) 25-34, N 19596 56227 2337 7172 1144 3069 577 3797 4375 5756 2252 4889
(c) 35-44, N 21061 57452 1750 6688 1041 3333 997 7527 4043 7110 1801 4721
(d) 45-54, N 13776 39122 1210 5215 933 3115 1216 10413 2071 4594 1141 3878
(e) 55-64, N 6968 22190 954 4478 880 2634 828 8724 862 2400 491 2124
(f) 65-74, N 140 6016 308 2421 510 1957 479 3529 158 719 1667 799
(g) 75+, N 233 1025 126 825 143 627 66 846 21 134 27 230

5. Average number of symptoms 5.37 5.16 5.25 5.27 4.99 5.13 4.38 4.45 5.39 5.36 5.51 5.61among positive
6. Symptoms among positive

(a) Fever, % 22.56 21.92 22.43 22.63 22.70 24.22 39.28 38.49 22.86 25.12 32.55 30.77
(b) Cough, % 54.73 57.46 63.01 67.46 54.93 59.99 61.65 64.47 51.55 55.93 58.89 65.96
(c) Difficulty breathing, % 30.72 28.17 23.74 22.80 24.47 22.55 18.79 16.62 24.58 24.65 29.03 27.61
(d) Fatigue, % 60.51 57.58 69.33 71.13 72.78 73.20 51.50 57.06 69.66 67.51 65.24 67.88
(e) Stuffy or runny nose, % 57.86 57.33 62.29 68.62 50.89 62.39 49.24 47.31 56.22 59.44 55.02 62.59
(f) Aches or muscle pain, % 58.90 58.01 55.13 53.10 55.17 53.29 41.35 44.45 65.02 62.82 57.43 58.73
(g) Sore throat, % 35.06 34.37 34.84 39.67 32.79 33.04 37.21 35.27 40.21 39.04 36.14 38.78
(h) Chest pain, % 32.00 30.03 22.19 21.52 26.90 25.27 20.67 22.88 32.16 30.57 39.25 35.57
(i) Nausea, % 29.94 28.34 26.61 25.08 25.04 24.33 11.65 10.17 26.53 24.60 27.84 28.41
(j) Loss of smell or taste, % 54.15 46.25 53.34 42.67 49.35 49.11 40.22 39.99 52.21 48.41 51.70 45.89
(k) Headache, % 65.74 63.73 60.14 58.86 58.08 56.81 41.35 44.40 58.81 57.26 64.68 65.72
(l) Chills, % 34.96 33.31 32.21 33.46 26.17 28.76 25.56 24.28 39.13 40.86 33.67 33.75

7. Average number of symptoms 3.12 2.88 3.19 2.83 2.69 2.55 2.73 2.28 3.10 3.01 2.85 2.99among negative
8. Symptoms among negative

(a) Fever, % 6.12 5.79 4.61 4.58 4.99 4.59 19.23 11.61 5.65 6.57 10.94 12.13
(b) Cough, % 34.17 32.75 38.45 32.24 33.09 28.05 37.57 28.55 31.32 32.21 33.57 35.98
(c) Difficulty breathing, % 13.71 11.50 12.34 10.10 11.58 9.52 4.70 3.25 14.62 14.49 10.94 11.10
(d) Fatigue, % 33.46 30.02 53.05 48.95 54.63 57.42 35.29 30.48 44.34 42.29 36.06 38.81
(e) Stuffy or runny nose, % 48.86 47.88 55.09 49.82 42.65 40.31 46.35 44.60 41.79 44.39 40.82 44.61
(f) Aches or muscle pain, % 41.67 40.19 39.85 37.05 26.86 27.58 34.28 35.19 42.10 39.76 33.59 35.87
(g) Sore throat, % 23.76 21.83 27.83 21.90 23.06 18.33 28.11 20.40 26.78 23.81 22.06 22.30
(h) Chest pain, % 15.11 12.97 10.97 8.09 10.43 9.97 10.01 7.24 16.52 14.62 15.15 15.34
(i) Nausea, % 15.37 13.42 16.27 12.99 13.15 12.54 7.97 6.47 14.64 12.87 13.85 14.94
(j) Loss of smell or taste, % 10.70 5.97 4.56 3.54 3.74 3.50 3.48 2.10 8.70 6.60 8.11 7.33
(k) Headache, % 50.90 49.47 43.92 42.75 36.00 34.40 34.49 30.58 43.73 41.76 48.79 47.52
(l) Chills, % 18.15 16.31 11.82 10.77 9.12 8.73 12.00 7.78 20.37 21.34 11.36 12.66

Table 1 also includes the test positive rate (TPR) where
TPR = (100 × positive)∕(Tested symptomatic). For exam-
ple, the TPR for Brazil 2020 is 54.02%. For Brazil 2021,
the dataset was extracted from 262, 683 participants. In this
case, 106, 471 respondents reported a positive test result,
and 156, 212 individuals informed a negative test outcome
with a TPR of 40.53%. The number of tested symptomatic,
the number of positive cases, the number of negative cases,
and the TPR in % for the remaining countries in 2020 and
2021 are displayed in Table 1. Additionally, Table 1 provides
information on other characteristics such as gender, age
groups, the average number of reported symptoms among
positives and negatives, and the frequency of symptoms
among positives and negatives.
2.2. Experimental Protocol

For every country and period, we build a dataset by pick-
ing the answers reporting a lab test done in the last 14 days
and at least one potential COVID-19 symptom, i.e., we select
the tested and symptomatic cases. We select symptomatic

cases because rule-based methods typically aim at finding
the most predictive combination of symptoms. In addition,
we choose the tested individuals with the aim of obtaining
the ground truth that allows us to build machine-learning
models. Since questionnaires contain categorical data, we
apply binary encoding such that every potential choice ag-
gregates a column to the dataset. This leads to datasets with
201 features (attributes, columns, or variables) for 2020, and
the datasets have between 431 and 452 columns for 2021
depending on the selected country. For each dataset, this
study obtains the performance of the various COVID-19
detection methods under test. A brief description of each
method is included in the Supplementary Material A. Our
study divided every dataset into 100 partitions. For each trial,
80% of the dataset rows (questionnaires or samples) were
randomly selected as training samples, and the remaining
20% were used to test the detection methods.
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Figure 1: F1 score in % and the corresponding 95% confidence interval obtained by the various COVID-19 detection methods for
the selected countries and for 2020 and 2021.

2.3. Metrics
We use the F1-score to quantitatively assess the perfor-

mance of the various detection methods. To this end, our
procedure first obtains the predictions over the test set for
each trial. From the predicted estimates and the ground truth
data, the procedure identifies the number of true positives
TP, false positives FP, true negatives TN, and false negatives
FN. Then, the F1-score is obtained as follows:

F1 =
2TP

2TP + FP + FN
. (1)

We also compute for each trial the sensitivity, specificity,
and precision. These metrics are defined as follows:

sensitivity = TP
TP + FN

(2)
specif icity = TN

TN + FP
(3)

precision = TP
TP + FP

(4)
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Table 2
F1 score (in %) and its 95% confidence interval for three different groups of countries: the overall five countries (overall), the
countries with high TPR (High TPR: Brazil and South Africa), and the countries with low TPR (Low TPR: Canada, Germany,
and Japan) for 2020, 2021, 2020-2021.

2020 2021 2020-2021
Method Overall Low TPR High TPR Overall Low TPR High TPR Overall Low TPR High TPR
Menni_1 58.55 53.47 63.63 55.52 51.98 59.06 57.03 52.73 61.34
Menni_2 58.61 48.91 68.30 55.27 45.29 65.25 56.94 47.10 66.78
Roland 59.64 51.35 67.92 56.76 48.75 64.77 58.20 50.05 66.34
Smith 60.25 53.67 66.82 58.19 53.25 63.12 59.22 53.46 64.97

Zoabi_55 49.72 36.89 62.54 47.04 36.88 57.20 48.38 36.89 59.87
Zoabi_65 49.67 36.85 62.48 46.91 36.70 57.13 48.29 36.78 59.81

CDC 49.13 32.22 66.05 45.86 31.58 60.14 47.50 31.90 63.10
Shoer 60.44 52.64 68.23 55.86 46.73 64.99 58.15 49.69 66.61

Bhattacharya 59.72 51.36 68.08 57.66 51.27 64.06 58.69 51.32 66.07
WHO 26.02 25.35 26.68 28.68 29.33 28.04 27.35 27.34 27.36
Perez 51.50 43.47 59.53 50.96 45.23 56.68 51.23 44.35 58.11
Mika 60.30 52.96 67.64 58.35 52.22 64.48 59.33 52.59 66.06

Akinbami_1 12.83 11.64 14.01 12.48 11.05 13.91 12.65 11.35 13.96
Akinbami_2 12.47 10.72 14.21 11.02 9.54 12.51 11.75 10.13 13.36
Akinbami_3 23.99 20.29 27.69 23.97 20.94 27.01 23.98 20.62 27.35

Salomon 30.33 27.76 32.89 32.59 32.02 33.16 31.46 29.89 33.03
Astley 60.49 51.63 69.34 57.96 51.36 64.56 59.22 51.50 66.95

3. Results
3.1. General Results

Figure 1 displays the F1 in % scores and the 95%
confidence intervals (CIs) yielded by COVID-19 detection
methods for the six countries and for 2020 and 2021. Table
SM1 in the supplemental material B also shows the F1scores and their 95% CIs for the six countries and for
2020. Specifically, every value in this table is obtained
by averaging 100 realizations of the corresponding exper-
iment, where for each realization a different test set is
evaluated. For 2020, the methods generating the best F1scores for each country are: Brazil (Astley: 73.72%), Canada
(Menni_1: 54.33%), Israel (Bhattacharya: 62.78%), Japan
(Menni_1: 46.33%), Turkey (Bhattacharya: 67.67%), and
South Africa (Roland: 67.32%). Additionally, the meth-
ods that produce the lowest F1 scores for each country
are: Brazil (Akinbami_1: 12.85%), Canada (Akinbami_2:
9.41%), Israel (Akinbami_2: 9.59%), Japan (Akinbami_2:
13.16%), Turkey (Akinbami_2: 10.81%), and South Africa
(Akinbami_2: 17.14%). The F1 score in % and the CIs
obtained for 2021 are displayed in Table SM5 in the sup-
plemental material B. For 2021, the best F1 scores for eachcountry are: Brazil (Menni_2: 66.54%), Canada (Smith:
50.28%), Israel (Bhattacharya: 58.76%), Japan (Mika:
52.41%), Turkey (Bhattacharya: 64.61%), and South Africa
(Menni_2: 66.50%). In 2021, the worst F1 scores for ev-
ery country are: Brazil (Akinbami_1: 12.02%), Canada
(Akinbami_2: 8.03%), Israel (Akinbami_1: 10.60%), Japan
(Akinbami_2: 9.10%), Turkey (Akinbami_2: 11.80%), and
South Africa (Akinbami_2: 13.61%). Fig SM1 in the sup-
plemental material B shows the F1 score yielded by each
detection method across the six countries for 2020 and 2021.
As can be seen in this figure, detection methods generally

are better for Brazil, Turkey, and South Africa compared to
those yielded by Canada, Israel, and Japan.

It is worth noting that in Table 1, the TPR values ex-
hibited by Brazil, Turkey, and South Africa are at least two-
fold those shown by Canada, Israel, and Japan. Since the F1score is highly affected by imbalanced classes [27], we also
evaluate the performance of the various detection methods
for three groups: the broad set of the six countries, the set of
countries with high TPR (Brazil, Turkey, and South Africa),
and the countries with low TPR (Canada, Israel, and Japan).
Table 2 displays the average of the F1 score for the overall
five countries (overall), for the countries with high TPR
(High TPR), and for the countries with low TPR (Low TPR)
for 2020, 2021, and the entire interval 2020-2021. As can be
observed, countries with low TPR exhibit lower F1 scores
than countries with high TPR: (a) 2020 (� = −2.32, p <
0.05), and (b) 2021 (� = −2.06, p < 0.05). The detection
techniques generating the best F1 scores for the overall six
countries are 2020 (Astley: 60.49%), 2021 (Mika: 58.35%),
2020-2021 (Mika: 59.33%). The methods that yield the best
F1 scores for the countries with low TPR are 2020 (Smith:
53.67%), 2021 (Smith: 53.25%), and 2020-2021 (Smith:
53.46%). Finally, the methods with the best performance
according to the F1 score for the countries with high TPR
are 2020 (Astley: 69.34%), 2021 (Menni_2: 65.25%), and
2020-2021 (Astley: 66.95%).

Radar charts of sensitivity, specificity, and precision in
% for the different detection methods are shown in Fig 2. In
particular, radar charts are presented for each country and for
2020 and 2021. Among the most relevant things to highlight
from the radar figures, it can be observed that there is no
method that is simultaneously better in all three metrics. On
the other hand, the precision values are much better than

Rufino et al.: Preprint submitted to Elsevier Page 5 of 3



Consistent Comparison of Symptom-based Methods for COVID-19 Infection Detection

20
20

20
21

Figure 2: Radar chart of sensitivity (blue circles), specificity (orange circles), and precision (green circles) in % exhibited by the
various methods for the entire set of countries and for 2020 and 2021. The closer the distance to the center, the worse the
performance of the corresponding method.

those obtained with sensitivity and specificity. In the supple-
mentary material B, Tables SM2, SM3, and SM4 show the
averages and the CI for 2020 for sensitivity, specificity, and
precision, respectively. In addition, the averages and CI for
sensitivity, specificity, and precision for 2021 are displayed
in the supplementary material B, in Tables SM6, SM7,
and SM8, respectively. Notice that blue lines, orange lines,
and green lines correspond to sensitivity, specificity, and
precision, respectively. Finally, the best methods by category

of estimation detection methods are Smith for the rules-
based methods, Astley for the machine learning methods,
and Menni for the regression technique.
3.2. Explainability Analysis

For the explainability analysis, we focus on three meth-
ods: Smith for rule-based methods, Menni for regression-
based methods, and Astley for tree-based models. The meth-
ods chosen were those that gave the best results in each
category.
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Table 3
Most relevant characteristics in the Astley method

Variables 2020 2021
Cough 0.074 0.071

Stuffy or runny nose 0.084 0.082
Aches or muscle pain 0.077 0.078

Headache 0.076 0.073
Sore Throat 0.077 0.073

Fever 0.063 0.073

In particular, the Smith method defines a prediction rule
to identify COVID-19 positives in symptomatic individuals
using the following symptoms and their respective weights:
loss of smell/taste (2), fever and cough (1) and chest pain
(-1). Thus, odor/taste loss has a higher weight, while chest
pain has a negative score because they consider it to be
caused by another virus. In the case of Menni, the variables
considered by the best logistic regression model are age
(0.01), gender (0.44), odor/taste loss (1.75), cough (0.31),
fatigue (0.49) and skipped meals (0.39). We see that in
Menni, the one with the greatest weight/relevance is loss of
smell/taste and then fatigue.

In the case of Astley, they used a LightGBM technique,
so we can use the ranking of feature importances given
by this technique for explainability analysis. In this case,
Figures 3 and 4 show the most relevant variables for the six
countries and for 2020 and 2021. For this particular case,
there is no common most relevant variable for all cases, or
in one year, or even for the same country for different years.
That made us create a table to establish the 5 most relevant
characteristics provided by this model for each year for all
countries (see Table 3).

Among the most relevant things of Table 3 and Figs
3 and 4 is that there are variables with a very different
behavior between countries (for example, Fever), sometimes
being among the most relevant and in others with very little
relevance. Also, there are two variables that are consistently
among the most relevant which are Stuffy or runny nose
and Aches or muscle pain. There are some variables that
sometimes appear on the list and then never appear, such
as nausea, or that appear rarely in the top 5 list but always
appear as Difficulty breathing.

Regarding the symptoms by country, the same order of
relevance is different between countries for the same year,
but many of the most relevant variables coincide in some
cases (for example, see the first 5 most relevant characteris-
tics between Canada and Israel). Nor do the 5 most relevant
characteristics for the same country coincide between dif-
ferent years, although almost always for all countries their 5
most relevant characteristics are very similar for each year,
although in a different order (for example, see Canada and
Turkey).

Table 4 summarizes information about methods under
test. In that table, low refers to a variable with poor impor-
tance, high denotes significant importance, and so on for the
rest. These labels are determined by the weight/importance

Table 4
Methods vs used variables

Used variables vs Methods LightGBM Smith Menni
Gender Normal
Age Low

Stuffy or runny nose High
Loss of smell/taste Low High High

Fever Normal Normal
Cough Normal Normal Normal

Chest pain Low Normal
Fatigue Low Normal

Skipped meals Normal
Aches or muscle pain High

Headache Normal
Sore Throat Normal

the method assigns to the variable. We can see that Loss
of smell/taste and Cough are common symptoms for the
methods, although in some cases they appear with low
importance. We can also see that the most relevant charac-
teristics are very different between the methods, but Cough
coincide among themost important of all of them. In general,
we can observe that Loss of smell/taste, Fever, Cough, Chest
pain and Fatigue appear in at least two methods.

Regarding the methods, the main individual features
considered by these methods are (a) Smith: Loss of taste
and smell (b) Menni: Loss of smell and taste, and (c) Astley:
Stuffy or runny nose and Aches or muscle pain. Thus, there
is also no complete coincidence between the methods. Also,
we observe that the number of symptoms reported with
the Astley method is very large. LightGBM gives a lot of
information about the relevance of the characteristics, even
by country, which allows a better decision-making process
considering the specific relevance in each context. Thus, it
allows a detailed analysis by country and year. We can also
see that there is not a great common characteristic/symptom
between the models, but that is highly variable, which is also
the case for LightGBMwhen the analysis is done by country
and year.

If we consider the explainability allowed by year and/or
country as the main criterion for comparing the explain-
ability analysis that the methods studied in the work allow,
the best technique is LightGBM. So, a great conclusion of
this section is that methods like LightGBM allow a better
explainability, being able to be used to give more details
and better reason the decisions. The other methods are more
general and are more difficult to consider if it is necessary to
reason a decision in a specific context.

4. Discussion
First, it is worth to notice that the TPR of the study

population is a parameter to be considered to evaluate the
performance of the various detection methods. More pre-
cisely, the TPR affects performance metrics such as the F1score and precision that assess the performance of the de-
tection method for the positive class. In essence, prediction
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Figure 3: Feature importances of the Astley method for 2020 and for the entire set of countries.

rules will likely detect more active cases and therefore will
exhibit larger F1 scores and precision values, when the TPRof the dataset is high. For example, as can be seen in Tables
SM1, SM5, and 2, the F1 scores generated by the different
detection techniques for the countries with high TPR are, in
general, larger than scores obtained for the countries with
low TPR. Indeed, when assuming that all cases are positive,
the F1 scores yielded for the countries with high TPR are at
least two times larger than those obtained for the countries
with low TPR. Similarly, as can be observed in Tables SM4
and SM8 in the Supplementary Material B, the precision
values outputted by different methods for the countries with
high TPR are larger than those obtained for the countries
with low TPR. Hence, this comparative study considers the
TPR of every dataset as a source of bias that can introduce
confounding.

One may compare the performance of various methods
and select the best model for detecting COVID-19 active
cases. Nevertheless, as can be seen in Tables SM1, SM5,
and 2, none of the methods achieve an F1 score above 75%indicating that no model has a good enough performance.
Although no single method exhibits outstanding perfor-
mance, we attempt to extract the techniques showing the
best indicators among the considered metrics. Notice that
the knowledge of the TPR influences the selection of the
best detection method. For example, if the TPR is unknown,
the Smith method provides the best performance (Table 2,
Overall and 2020-2021: 56.59%). Instead, if the TPR is
known, the best performances are provided by Menni_1 and

Astley methods for low TPR (Table 2, 2020-2021: 51.67%)
and high TPR (Table 2, 2020-2021: 67.64%), respectively.

For 2020, when there was no vaccination yet, the best de-
tection methods are Mika (Table 2, Overall, 2020: 58.47%),
Menni_1 (Table 2, Low TPR, 2020: 53.77%), and Astley
(Table 2, High TPR, 2020: 70.28%). In particular, the Mika
method detects a COVID-19 active case by considering
fever, cough, loss of taste and smell, and gastrointestinal
problems. As can be seen, positive cases have a strong
association with loss of smell and taste, cough, and fever
for 2020. On the other hand, the best methods for 2021
(when vaccination started and new variants have appeared)
are Smith (Table 2, Overall, 2021: 54.99%), Smith (Table 2,
Low TPR, 2021: 49.98%), and Shoer (Table 2 High TPR,
2021: 65.39%). Notice that the Shoer method takes into ac-
count individual features such as age, gender, prior medical
conditions, and self-reported symptoms. It is important to
note that both F1 scores and precision values are lower for
2021 than those obtained for 2020. In 2021, new variants
of COVID-19 appeared and the intensity of symptoms in
vaccinated people was reduced. Therefore, the effectiveness
of the methods under test is affected by the presence of
new variants and the exponential increase in the number of
vaccinated people. As a consequence, for the overall period
2020-2021, we can choose Smith, Astley, Menni_1, Mika,
and Shoer methods as the best detection techniques under
the F1 score criterion.In future work, a selection of different machine learning
techniques will be made for the use of the different variables

Rufino et al.: Preprint submitted to Elsevier Page 8 of 3



Consistent Comparison of Symptom-based Methods for COVID-19 Infection Detection

Figure 4: Feature importances of the Astley method for 2021 and for the entire set of countries.

included in the CTIS database, which are not present in these
studied methods. The main goal of future work is to attempt
to improve the methods studied in this "Consistent Compar-
ison of Symptom-based Methods for COVID-19 Infection
Detection" by improving the F1 score and presenting the
ROC curves for each model. In addition, a study of the most
important variables based on themodels obtained previously
will be carried out for the same countries as in this report:
Brazil, Canada, Israel, Japan, Turkey, and South Africa.

5. Summary table
What was already known on the topic?
• Several COVID-19 detection methods based on in-

formation collected from patients have been proposed
during the global pandemic crisis.

• Normally, these methods have been developed and
evaluated using specific datasets.

What does this study add to our knowledge?
• This paper provides a solid and consistent comparison

among multiple COVID-19 detection methods using
homogeneous data across six countries and two years.

• This comparison is based on a wide variety of perfor-
mance metrics and the explainability analysis of the
different COVID-19 detection methods.

6. Ethical Declaration
The Ethics Board (IRB) of IMDEA Networks Insti-

tute gave ethical approval for this work on 2021/07/05.
IMDEA Networks has signed Data Use Agreements with
Facebook, Carnegie Mellon University (CMU) and the Uni-
versity of Maryland (UMD) to access their data, specifically
UMD project 1587016-3 entitled C-SPEC: Symptom Sur-
vey: COVID-19 and CMU project STUDY2020_00000162
entitled ILI Community-Surveillance Study. The data used
in this study was collected by the University of Maryland
through The University of Maryland Social Data Science
Center Global COVID-19 Trends and Impact Survey in part-
nership with Facebook. Informed consent has been obtained
from all participants in this survey by this institution. All the
methods in this study have been carried out in accordance
with relevant of ethics and privacy guidelines and regula-
tions.

7. Availability of Data and Materials
The data presented in this paper (in aggregated form)

and the programs used to process it will be openly accessible
at https://github.com/GCGImdea/coronasurveys/. The micro-
data of the CTIS survey from which the aggregated data was
obtained cannot be shared, as per the Data Use Agreements
signed with Facebook, Carnegie Mellon University (CMU)
and the University of Maryland (UMD).
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