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ABSTRACT
Millimeter-Wave (mmWave) WiFi can provide very low latency and multi-Gbps throughput, but real-world deployments usually do not achieve the theoretically feasible performance. One main source of inefficiency is the contention-based random channel access, as it requires omni-directional reception which limits performance. Additionally, carrier sensing at mmWave frequencies is highly unreliable, leading to reduced channel usage. In this paper, we present Signalling in the PHY Preamble (SIGNiPHY) for efficient directional communications, a solution that allows to embed user identity in the preamble of data packets. It allows for true early user identification and then immediately steering the beam towards the transmitter while receiving the physical layer preamble. SIGNiPHY enables directional reception in random access mmWave networks, and additionally helps to quickly filter unwanted packets. It does not affect any preamble functions and is backward-compatible with legacy stations. We implement SIGNiPHY on an FPGA-based mmWave testbed and show that it achieves 99.6% decoding accuracy even under very low SINR conditions. We also implement SIGNiPHY in ns-3 to evaluate large networks and show that it achieves throughput gains between 13% and 230% compared to different baseline schemes, due to the lower packet loss rate and improved spatial sharing.
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1 INTRODUCTION
Wireless networks are rapidly evolving to support advanced applications like Augmented Reality (AR)/Virtual Reality (VR), remote surgery, vehicular connectivity, connected homes, and factory automation. These applications require extremely high data rates and low latencies and Millimeter-Wave (mmWave) networks are a key enabling technology to meet these requirements. The IEEE 802.11ad standard [20] introduced WiFi operation in the 60 GHz band, supporting transmission rates of up to 8 Gbps over a single 2.16 GHz channel. The IEEE 802.11ay amendment [21] further pushed the performance to peak rates of up to 100 Gbps [16] by introducing advanced physical (PHY) layer technologies like Multiple-Input and Multiple-Output (MIMO) and channel aggregation.

However, transmissions in the 60 GHz band suffer from increased path loss, oxygen absorption and sensitivity to blockage [30]. To provide reliable communication at longer link ranges, IEEE 802.11ad/ay devices use directional communication by means of phased antenna arrays. Having narrow directional beams not only increases the link Signal-to-Noise Ratio (SNR) to enable high data rates, but also reduces interference, creating the potential for high spatial reuse and thus high network throughput. Beam training provides devices with information about which Beam Pattern (BP) to use for each device it communicates with, stored in the form of a table.

Unfortunately, while highly beneficial, directional reception is incompatible with the random medium access mechanisms of mmWave WiFi devices. All current WiFi devices implement legacy Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) [4, 41], a contention-based random access scheme without a fixed transmission schedule. Instead, any user in the network can communicate with the Access Point (AP) at any time, as long as it determines that the channel is free, which is done by carrier sensing the medium. Since the AP does not know which user will be transmitting next, it needs to be able to listen to every direction users can be
located in. To allow this, current Commercial Off-the-Shelf (COTS) devices [31, 41] only support directional transmission but use omni-directional BPs for the reception. While Stations (STAs) usually only communicate with a single AP, the same issue may arise at STAs in case of multi-hop or device-to-device communication.

We identify two main problems stemming from the use of quasi-omnidirectional reception. i) Omni-directional reception limits single-link performance by reducing the coverage range and data rates due to the lower antenna gain. ii) It negatively affects spatial reuse, as it leaves devices vulnerable to interference coming from any direction. This makes it more difficult to successfully establish concurrent transmissions in a given area. In particular, it significantly increases the probability that a device will overhear packets that are not meant for it. In turn, while it is busy attempting to decode unwanted packets, it may fail to detect a concurrent packet actually meant for it. This overhearing of unwanted packets is a well-known problem in random-access networks, where the lack of a transmission schedule imposes the need to attempt to decode any packet that stations detect. In sub-6 GHz it leads to decreased energy efficiency since the receiver is wasting energy decoding useless packets. In mmWave networks, however, the impact is much more harmful since it limits spatial sharing, one of the key benefits of mmWave that is critical for high network performance.

Existing solutions fall short in solving these problems efficiently. Directional reception can be implemented through standard mechanisms like Ready-to-Send (RTS)-Clear-to-Send (CTS) and CTS-to-self. While these control packets would be received with a quasi-omnidirectional BP, they announce the identity of the transmitter at the receiver, which can then use the correct directional receive BP for the data packet. However, these mechanisms add non-negligible overhead due to the additional control message exchanges, which translates into sub-optimal channel usage and low Medium Access Control (MAC) layer efficiency [1, 41]. Control packets are also particularly robust and thus likely to be overheard even by far-away nodes, further reducing the spatial re-use in the network.

Instead, in this paper we design a mechanism to tackle these problems at the PHY layer without introducing any additional control overhead, and in a manner that is backward compatible with legacy devices. Our solution of SIGNaling in the PHY Preamble (SIGNiPHY) for efficient directional communications, embeds a device identifier in the PHY packet preamble for early transmitter identification at the receiver, which allows directional reception of the packet payload. Critically, the packet preamble is the only part of the packet where such an identifier can be embedded. The preamble is followed by the Channel Estimation Field (CEF), and the receiver has to use the same BP for CEF and packet payload reception, otherwise packet decoding fails since a change of BP implies a change of the channel. In contrast, the packet preamble can be received with a different (i.e., omni-directional) beam pattern without impacting its functionality.

This design imposes very stringent timing requirements, since preamble detection, identifier decoding, and BP switching have to be carried out while the preamble is being received, and they need to finish on time before the CEF starts to be received. To meet these timing constraints, we implement a highly efficient identifier decoder and a fast beam-switching mechanism to quickly change from quasi-omni-directional reception to directional mode once the user is identified. SIGNiPHY identifier embedding retains the same correlation properties of the original preamble, which allows to use the same receiver processing blocks without any modification, ensuring not only backward compatibility but also interoperability between SIGNiPHY devices and legacy stations. Legacy stations not aware of the identifier embedding will simply receive such packets with their quasi-omnidirectional BP as before, and preamble functionalities like packet detection, Carrier Frequency Offset (CFO) estimation, and synchronization are not affected.

SIGNiPHY also allows to early on abort the reception of packets for which the device is not the intended recipient. While such filtering could be done once the MAC address of the sender is decoded [5, 13], doing it during the PHY preamble saves precious time and is more efficient. Fig. 1 illustrates the concept of SIGNiPHY.

We implement and integrate SIGNiPHY for real-time operation in an FPGA-based mmWave testbed with 60 GHz phased antenna arrays. We show that our implementation is able to correctly identify the user identity just 160 ns after packet detection, ensuring 100% accuracy for Signal-to-Interference-plus-Noise Ratios (SINRs) higher than 7 dB and 99.5% for SINRs above -6 dB. We further demonstrate that SIGNiPHY ensures that none of the preamble functionalities are affected and, in fact, the decoding benefits from the SNR boost due to the quick antenna reconfiguration. Finally, we implement SIGNiPHY and several baseline solutions (RTS-CTS, CTS-to-Self, MAC filtering) in the IEEE 802.11ad/ay module of ns-3 [3] to evaluate its performance in dense scenarios with accurate modeling of the MAC layer and PHY channel of mmWave WiFi. The results show that SIGNiPHY outperforms the other solutions and improves up-link network throughput by up to 230%, depending on the scenario and baseline against which it is compared.

To sum up, in this paper we make the following contributions:

• SIGNiPHY is the first system enabling early user identification for directional mmWave reception in 802.11ad/ay WiFi networks, which does not incur any additional overhead.

• We manage to embed the user identity in the packet preamble while retaining the characteristics of legacy systems which ensures backward compatibility and interoperability.

• We design a low-complexity hardware architecture for SIGNiPHY, which only requires a few adders and comparators. This allows us to implement and validate SIGNiPHY in real scenarios using an FPGA-based mmWave testbed.
• We integrate SIGNIPHY in a network-level simulation that allows validation in dense scenarios, comparing its performance against different baseline solutions.

2 MOTIVATION

Although mmWave WiFi networks show great promise, multi-AP deployments where interference and collisions lead to reduced throughput and inefficient channel usage prove challenging for current COTS devices [1, 4, 31, 35, 36, 39]. The mismatch between what is envisioned by mmWave standards and what is achieved in practice lies in the fact that multi-Gbps data rates are only possible under the assumptions of 1) narrow directional beams with high gains on both sides of the link and 2) high spatial reuse with multiple concurrent data transmissions. Currently, mmWave networks can not fully implement either, leading to losses in performance. As discussed in Section 1 omni-directional reception and the attempted decoding of all detected packets are the main problems fundamentally limiting current networks. We now investigate them in more detail in Section 2.1 and analyze existing solutions in Section 2.2.

2.1 Performance analysis of directionality and unwanted packet overhearing

To validate our analysis of the key mmWave WiFi deficiencies we perform simulations using the ns-3 IEEE 802.11ad/ay module [3]. This is meant to complement previous conclusions drawn by performance evaluations of COTS WiFi networks such as [1, 4, 31, 35, 36, 39] by studying a dense deployment under idealized conditions, removing the effects of hardware imperfections and device-specific implementation details. In this way, we ensure that our insights are generalized and connected to essential mmWave behaviors. We use a simple indoor scenario with a dense deployment of 16 APs. Each AP has only one associated STA and can thus use directional reception. STAs transmit UDP traffic with a data rate of 300 Mbps, resulting in an aggregate load of 4.8 Gbps.

First, we evaluate the possible benefits of enabling directional reception. Fig. 2 shows the aggregate throughput with omnidirectional and directional reception, revealing a dramatic increase of 150% in median throughput when directional reception is used. Moreover, we find that directional reception practically eliminates packet failures due to low SNR, reducing them from 10% to only 0.4%.

Next, we demonstrate the harmful effects of unwanted packet reception. For this purpose we implement a filter on the PHY layer that cuts reception of all packets not intended for device, immediately after preamble detection, leaving it free to receive its own packets. In Fig. 3 we show how this benefits network throughput, using both quasi-omni (blue) and directional (red) reception. We observe that in both cases performance is increased with throughput gains above 40%. Additionally, we see how directional reception and packet filtering complement each other. The directional reception enhances the spatial sharing potential and packet filtering helps realize this potential by reducing packet failures.

2.2 Existing solutions

The cause of both problems we study can be traced back to the usage of CSMA/CA, a random-access scheme without a fixed schedule. APs can not use a directional BP to receive packets because they are not aware which STAs is transmitting the packet, preventing them from steering towards them. Similarly, since they do not know when they will receive packets intended for themselves, they attempt to decode every packet they detect.

While one solution would be to use another channel access mechanisms such as a Time-Division Multiple Access (TDMA) scheme with a pre-defined transmission schedule, in practice, proposed alternatives have been proven to be too complex, inefficient and inflexible for implementation. Despite the fact that IEEE 802.11ad and IEEE 802.11ay allow for channel access with both a polling-based scheme and TDMA-like scheduled access, they are not implemented in any current COTS devices. The main issue with TDMA lies in its unsuitability for bursty or low latency traffic and the complexity of designing a schedule that implements spatial sharing. Poling, on the other hand, suffers from significant overhead. Finally, CSMA/CA is very simple and easy to implement and highly robust. These are desirable properties that are valuable for WiFi protocols and are worth retaining. Therefore, we looked for approaches that are designed for random-access networks and can address CSMA/CA deficiencies, such as the ones discussed below.

RTS-CTS and CTS-to-self in mmWave WiFi: RTS-CTS and CTS-to-self were designed to reduce WiFi collisions and as they enable user identification ahead of the transmitted data packet they can be used to enable directional reception in mmWave WiFi. Studies of COTS devices [1, 41] have found that RTS-CTS is in fact commonly used in mmWave WiFi, although not for directional reception. As they address both directional reception and MAC efficiency and they are standard compliant, we consider them as the closest baseline schemes for comparison with our work. Fig. 4 shows RTS-CTS and CTS-to-self operation in the context of directional reception. The transmission of the RTS or CTS-to-self frame announces the intent to transmit, protecting the data by reserving the channel. By signaling the identity ahead of the data, it allows the receiver to select the receive BP before data reception.

Both mechanisms, however, have been found to limit performance due to the high overhead and inefficient airtime usage by control packets. Consequently, they can increase network latency, which might be critical for applications such as AR/VR. Analysis of RTS-CTS in mmWave WiFi has also found that it can have a negative effect on spatial sharing [1, 41]. Finally, from Section 2.1, we note that packet filtering based on identification from RTS or CTS-to-self packets is not fully reliable, since there is no guarantee that the next packet received is from the same source as the announcement packet and can thus lead to discarding useful packets.

MAC filtering: several methods allow to filter unwanted packets based on the MAC address. However, filtering at the MAC layer incurs a delay until the filter can be applied which reduces its usefulness. We use the simulation scenario from Section 2.1 to demonstrate this by comparing the performance of the optimal PHY filter, applied directly after preamble detection with a MAC filter that is applied after the reception and decoding of the MAC header. Fig. 3 shows the comparison of the throughput results with both omnidirectional and directional reception. We can see that cutting reception early on at the PHY layer makes a difference, due to the high number of short control packets exchanged where the MAC header is a significant portion of the packet.
As we highlight in Section 2, PHY layer IDs are the only approach to achieving directional reception without high control packet overhead. MAC layer signaling is simply not sufficient as it identifies the user too late in packet reception. The key limitation is that any changes to the receive BP have to finish before channel estimation starts in order to not destroy the packet decoding due to failed equalization. Fig. 5 shows IEEE 802.11ad packet structure. In mmWave WiFi, channel estimation is done in the CEF field, immediately after packet detection. Therefore by the time that the MAC header, located in the packet payload has been decoded, it is already too late to make any changes to the BP. This implies that the PHY ID we introduce has to be embedded in the packet preamble, or more specifically in the Short Training Field (STF).

This makes the design of the PHY identification quite challenging for three reasons: 1) The packet preamble enables fundamental receive functionalities like packet detection, CFO estimation and synchronization which must not be altered. Therefore, when modifying the preamble design we have to ensure that these functionalities are preserved. 2) The modified preamble has to have the same inherent structure and auto-correlation properties in order to ensure backward-compatibility and interoperability with legacy devices. 3) The embedded IDs must be decoded fast enough to allow for a BP switch before the end of the STF field.

SIGNiPHY’s preamble embedding mechanism manages to accomplish all three goals and provide extremely robust ID decoding as we will demonstrate in Section 5. The details of how we accomplish that are given in Section 4, while below we elaborate on how SIGNiPHY utilizes the early PHY identification to solve key sources of mmWave WiFi inefficiency.

### 3.1 Enabling directional reception

It is clear that the AP benefits from using omnidirectional reception when it is in idle mode, since it allows it to receive packets from different STAs. However, a directional BP would be optimal for the packet decoding itself. SIGNiPHY enables seamless transition from omnidirectional to directional reception with zero overhead. This is done by early identification of the user identity, as soon as the preamble of the packet starts being received. If the decoded ID corresponds to an associated STA, the AP performs fast switching from omnidirectional to directional reception, steering the antenna towards the identified STA. This allows the packet payload to be received with a higher antenna gain, increasing the decoding probability.

Additionally, packet detection is improved by the higher antenna gain, enabling reception of low SNR packets that would be lost with an omnidirectional BP. We found that the benefits of continuous directional reception at the STA outweigh the drawbacks and that only use SIGNiPHY for directional reception at the AP side. However, this is an implementation choice. Interestingly, we note that this mechanism can also be used at the STA side, although this is not necessary. Since STAs only communicate with their AP, they can simply always steer towards the AP. This reduces the carrier sensing accuracy outside the BP main lobe and could increase collisions. However, carrier sensing is enhanced in the area towards the AP, which can be beneficial.

### 3.2 PHY Packet Filtering

An extra benefit of the SIGNiPHY user ID embedding capability is the possibility of true early PHY filtering of unwanted packets. When an AP receives a packet carrying an ID that is not registered in the network, it is able to quickly react by dropping the packet and returning to idle mode to wait for the next packet. This is different from MAC filtering (as discussed in Section 2), since SIGNiPHY does not have to fully decode the MAC header to decide whether the packet needs to be dropped or not.

Note that even with the continuing background interference caused by the unwanted packet, it is usually possible to successfully identify incoming packets from registered STAs thanks to the high robustness of the preamble (as will be shown in Section 5). Once the preamble has been decoded, the directional reception enabled by SIGNiPHY reduces the gain outside the main lobe which...
helps to minimize the interference from the filtered packets and increases the probability of successful packet reception. In this way, SIGNiPHY improves spatial reuse and prevents nearby networks from interfering with each other. Importantly, SIGNiPHY does not increase intra-network interference, as devices still use standard carrier sensing to determine whether they are allowed to transmit. Therefore, devices do not transmit more than in standard operation, but instead the probability of successful transmission is increased.

3.3 Protocol implementation
We have two main design considerations for SIGNiPHY: 1) ease of implementation and 2) avoiding unintended negative behavior. We ensure 1) by avoiding global optimizations and using simple distributed mechanisms that do not need coordination. In fact, the only required information is the user IDs which can be obtained with no overhead in several ways. One option is to re-purpose the Association Identifier (AID). This only requires randomizing the AID allocation and ensuring that assigned AIDs are within the SIGNiPHY ID space. Another option is to apply a known hash function to the MAC address that maps it to our ID space. In addition, backward compatibility at the protocol level is ensured, as devices always default to standard behavior in case no ID has been embedded in the preamble by legacy STAs.

Finally, handling duplicate IDs among STA of different networks is feasible by monitoring the SNR change after the switch to a directional BP and the match between the decoded ID and the MAC address. Once an AP has detected duplicate IDs, it can assign a new one to the STA in its own network, ensuring that duplicate IDs are only transient. During this transition, the AP simply uses the BP for the associated STA, rather than discarding the unwanted packet, which is no worse than receiving it omnidirectionally.

We accomplish 2) by designing SIGNiPHY to not increase transmission probabilities and instead we focus on optimizing packet reception, in order to increase spatial reuse without adding interference. Additionally, we ensure that even in the case of incorrect ID decoding, SIGNiPHY does not cause harm to network operation. For this purpose SIGNiPHY monitors the SNR change after the switch to a directional BP, as well as the match between the decoded ID and the MAC address. This allows SIGNiPHY to estimate the probability of correct decoding and default to standard omnidirectional reception when the SNR is too low for reliable ID decoding. We also note, that our evaluation in Section 5 shows that SIGNiPHY ID decoding failures only happen at very low SNIR at which very few packets are detected and successful packet decoding is not possible. Therefore, due to SIGNiPHY’s high robustness, we find that ID decoding errors have a negligible effect in our testbed.

3.4 Initial Setup Procedure
SIGNiPHY is designed to be an enhancement to the mmWave WiFi protocols, with only minor modifications to the operation of devices. When a new STA joins the network, the only change to the initial access procedure is that the STA is assigned a SIGNiPHY ID by the AP. As discussed in Section 3.3, this can be done in the association process by re-using the AID or through a hash function. IEEE 802.11ad/ay specify that before any data transmission can take place, new STAs need to perform beamforming training to determine the optimal BPs for communication and support several protocols to perform the training. SIGNiPHY does not modify the beam training procedure in any way and is compatible with all beamforming training protocols. It is only activated afterwards, during the transmission and reception of data packets between the AP and the new STA. The STA embeds the SIGNiPHY ID it was assigned in the preamble of all data packets it sends and the AP extracts the embedded ID and uses it to enable directional reception and PHY packet filtering.

3.5 Optional support for Dynamic Sensitivity Control (DSC)
SIGNiPHY early user identification can be beneficial beyond its core functionalities. Therefore, we envision that SIGNiPHY PHY signaling can be extended to support further mmWave WiFi enhancements. As an example, we use it to implement the IEEE 802.11ax DSC mechanism, as conceptually it requires SIGNiPHY functionalities. This new feature allows 802.11ax STAs to dynamically adjust their carrier sensing level for enhanced spatial reuse. For optimal performance it is combined with the Basic Service Set (BSS) color feature that inserts an identification field for the originating BSS in the PHY header. Together, they enable STAs to use different carrier sensing thresholds for transmissions from their own and other overlapping BSS [25]. Such a mechanism can be particularly beneficial for mmWave networks as it can allow to reduce collisions within a BSS without disturbing the spatial sharing in the network. Neither BSS color nor DSC are currently supported in mmWave WiFi, but SIGNiPHY allows us to easily implement a dynamic threshold approach by relying on SIGNiPHY IDs instead of BSS color.

4 SIGNiPHY PREAMBLE EMBEDDING MECHANISM
The role of the preamble in communication systems is to announce the start of a packet transmission, i.e. it goes in front of the signal being transmitted. The structure of the preamble must ensure robustness, even under severe adverse conditions, since proper detection, synchronization and impairments correction depends on how well the preamble is identified. Thus, a preamble has to have very good correlation properties.

Specifically, the IEEE 802.11ad/ay standards, include an STF (or L-STF in IEEE 802.11ay) as the first part of a packet. For data packets, the STF is composed of 16 repetitions of $G_{128}$ Golay sequences, followed by a $-G_{128}$ to identify the end of the STF. Control packets (C-PHY) have 48 repetitions of $G_{128}$ Golay sequences instead of 16, which makes them even more robust. The STF is modulated using $\frac{\pi}{2}$ Binary Phase Shift Keying (BPSK), which greatly simplifies the processing. Note that this is independent of the packet payload modulation schemes, which can be of higher-order.

The STF is used for packet detection, symbol synchronization, CFO estimation and correction, as well as coarse synchronization (boundary detection). The repeated structure of the STF is used by the receiver to detect the start of a packet, usually by implementing a normalized autocorrelation (NAC) method [23, 26]. The CFO estimation is computed by averaging phase difference measurements across identical sequences that are sent periodically. Boundary detection identifies the end of the STF, to start processing the rest of
the packet. The simplest implementation only requires to identify the phase inversion caused by the switch from Ga128 to \(-\text{Ga128}\), to obtain a coarse synchronization point [19].

A key observation is that none of these STF tasks require explicit knowledge of the preamble sequences as long as they have the same autocorrelation properties as the original one, which we exploit to implement SIGNPHY.

4.1 Redesigning the preamble

From the above discussion, it follows that the main STF requirement is to have multiple repetitions of sequences with good correlation properties, with a phase-inverted sequence at the end for boundary detection. For backward compatibility with legacy devices, we have the additional constraints of keeping the fixed duration of the STF and the length of the periodic sequence used to build the STF.

Intuitively, to embed user identities in the preamble of communication packets, it is necessary that each user have its own preamble, such that they can be distinguished from each other. SIGNPHY relies on the properties of Golay sequences [38] that state that it is possible to build Golay sequences by concatenating shorter sequences. Then, by exploiting the different combination of such shorter sequences, we are able to assign a different preamble for each user, without incurring in any penalty since preamble processing functionalities operate with the longer sequence.

Let \(\psi_{a_i}\) be the autocorrelation of a sequence \(a_i\) and \(A = \{a_i \mid 1 \leq i \leq p\}\) is a set of bipolar \((+1/-1)\) sequences which satisfy

\[
\sum_{i=1}^{p} \psi_{a_i}(k) = 0, \quad \forall k \neq 0. \tag{1}
\]

Such binary sequences are called Golay complementary sequences and the set is called a Golay complementary set [17, 38]. These sequences find application in system identification and also form an additively self-similar property [4], which we exploit to design our preamble structure, we rely on the following non-recursive method.

Complementary set synthesis: Consider a set of Golay sequences \(a_k, \forall k \in \{1, \ldots, K\}\) of length \(N\) and \(u = [u_1, \ldots, u_K]\) be any column of orthogonal matrix \(H\) of size \(K \times K\) with only \((+1, -1)\) as entries, then set \(\mathcal{S}\) comprising of sequences \(s_k\) of length \(NK\) is a complementary set that satisfies Eq. (1) [38] and \(s_k\) is defined as

\[
s_k = [a_{k1}^{u_1}, \ldots, a_{kK}^{u_K}] \tag{2}
\]

As an example, let \((x, y, \bar{x}, \bar{y})\) be complementary sequences and

\[
H = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{bmatrix}
\]

be an Hadamard matrix. Then

\[
\{(x, y, \bar{x}, \bar{y}), (x, \bar{y}, \bar{x}, y), (x, y, x, y), (x, y, x, y)\} \tag{3}
\]

are Golay sequences and form a complementary set. Here, \(\bar{x}\) represents the complement of \(x\).

Non-recursive Golay sequence synthesis: Consider a set of Golay sequences \(a_k, \forall k \in \{1, \ldots, K\}\) of length \(N\), then,

\[
s_j = [a_1, \ldots, a_K] \tag{4}
\]

is a new Golay sequence. \(\mathcal{F}\) contains all combinations of \(a_i, \forall i \in \{1, \ldots, K\}\). While the complete set \(\mathcal{F}\) does not satisfy the property (1) [17], each sequence in \(\mathcal{F}\) and its complement do, and can be used as a complementary pair for system identification purposes.

We rely on the two properties (2,4) stated above, to design our proposed STF structure that embeds the user identity. Based on property 1 (2), we can decompose the standard Golay sequence of STF as \(\text{Ga128} = [\text{Gb32 Ga32 -Gb32 Ga32}]\). Then, according to (4), by considering all possible combinations of \(\pm\text{Ga32}\) and \(\pm\text{Gb32}\) sequences, it results in 256 different 128-length sequences.\(^1\)

However, some limitations prevent us from using all possible sequence combinations. While packet detection is extremely robust (see Section 5), the packet detection point depends on the SNR and on the confidence value added to the detection [23]. Although it is possible to estimate the exact start of the sequence, this would require at least to perform channel estimation and then back-propagate to a posteriori determine the start of the sequence. This would incur too high latency and high complexity due to the required buffering of samples. We therefore remove sequences that are cyclically shifted versions of other sequences from the set, aiming to keep the design as simple as possible to facilitate integration in real systems.

Furthermore, due to CFO and the relative phase of the local oscillator used in STAs and APs, it is not straightforward to distinguish positive sequences from negative ones. We thus also remove sequences that are 180° phase shifts of others. The remaining dictionary \(\mathcal{D}\) contains 38 different sequences.

4.2 Extracting the embedded information

Let us consider a fundamental sequence \(x \in \mathbb{C}^{128}\), that is composed of combinations of \(\pm\text{Ga32}\) and \(\pm\text{Gb32}\) sequences (from here on: \(a\) and \(b\), respectively), that are \(\frac{\pi}{4}\)-BPSK modulated. The STF is composed of multiple repetitions of \(x\). The received signal \(y\) at the receiver can be expressed as

\[
y[i] = \sum_{l=0}^{L} h[l] \cdot x[i-l] + v[i]. \tag{5}\]

Here, \(v[\cdot]\) is the additive noise at the receiver and \(h[\cdot]\) is the time-domain CIR with \(L\) taps represented as

\[
h = \sum_{l=1}^{L} a_l \cdot \delta(\tau - \tau_l),
\]

where \(a_l, \tau_l\) represent path loss and propagation delay, respectively. We rely on a cross-correlation-based decoding algorithm, whose inputs are the noisy baseband signal \(y\) and the sequences \(a\) and \(b\).

\[
R_{y}[i] = \frac{1}{32} \sum_{n=0}^{31} y[i+n] \cdot g[n]^* \text{ where } g \in \{a, b\} \tag{6}
\]

where \([\cdot]^*\) is the conjugate operator. \(R_{y}\) contains peaks that correspond to the waveform used in the STF as well as delayed and attenuated copies of it, depending on the path-delay profile of \(h\). \(R_{y}\) captures the similarity between the received sequence and candidate sequences in \(\mathcal{D}\), which we use to decode the ID.

\(^1\)The main reasons for using length-32 sequences instead of length-16 are i) that the robustness of Golay sequences against noise increases with their length and ii) the delay spread of the channel could introduce aliasing between adjacent Golay sequences, which would impose additional challenges to the decoding.
A naive decoding approach would be brute-force parallel correlation. However, this requires a bank of 38 128-bit correlators which is costly. Instead, SIGNiPHY relies on the observation that a sequence in $D$ can be uniquely identified by estimating its key features. That is, since we embed the user information in four length-32 sequences, we only need to estimate whether each individual sequence corresponds to $a$ or $b$ and the phase difference between those sequences. We map this information to a 7-bit code $c$ as shown in Eq. 7, which we then map to a unique entry in the dictionary $D$.

$$

(7) Classification bits Phase Difference bits

To compute the classification bits, first we compute the index $l$ using Eq. 8 that returns the position of the maximum across the concatenation of $R_a$ and $R_b$.

$$l = \arg\max_{n} \left\{ R_a[m+n], R_b[m+n] \right\} \mod 32,$$  

(8) 

where $m$ is a random shift in the correlation $R_b$, that depends on the packet detection point. Then we collect the peaks from the correlator output in an array for all $g \in \{a, b\}$ as

$$P_g[i] = R_g[m + 32i + l] \forall i \in \{0 \ldots 3\}.$$  

(9) 

Given the set $P_g$, we identify if the peak belongs to $a$ or $b$ by comparing their absolute values and then get the classification bits $c$ and the final correlation peaks $R$ as shown in Eq. 10 and Eq. 11.

$$c[i] = \begin{cases} 1, & \text{if } |P_a[i]| > |P_b[i]| \\ 0, & \text{otherwise} \end{cases}$$  

(10) 

$$R[i] = \max(P_a[i], P_b[i])$$  

(11)

Step 2 computes the Phase Difference bits from Eq. 7 by computing the relative phases of $R$. Note that although absolute phases of the peaks may be corrupted, their relative phases are intact and the easiest way to find the relative phase is by addition, where in-phase leads to a maximum.

$$c[i+4] = \begin{cases} 1, & \text{if } |R[i] + R[i+1]| > |R[i] - R[i+1]| \\ 0, & \text{otherwise} \end{cases}$$  

(12)

where $i = \{0, 1, 2\}$. From Eq. 12, we see that the phase difference depends on the sign of the first sequence used to build the entries in $D$. As we avoid 180° phase shifted codes, both codes point to the same entry in $D$. Finally, we map $c$ to one of the 38 entries of $D$ by means of a Look-Up Table (LUT) with 128 entries (7-bits), considering the possible 180° phase changes and cyclic shifts. LUTs map well to FPGA architectures and require few logic elements.

4.3 Implementation

In this section, we address the implementation of SIGNiPHY in hardware. Fig. 6a shows a diagram with the necessary hardware blocks to decode the STF of IEEE 802.11ad/ay packets, highlighting the ID decoding block. After the down converter and Analog-to-Digital Converters (ADCs), the ID block takes the I/Q samples from the packet detector block, computes the ID and then enables the operation of the CFO estimation and correction and boundary detection. If the ID corresponds to a known user, it sends a command to the antenna controller block to change the receiver BP from quasi-omnidirectional to the corresponding directional one. This is done by sending GPIO pulses from the antenna controller to the mmWave front-end. The BP change has to finish before receiving the part of the preamble intended for channel estimation, to not corrupt the subsequent payload decoding.

The architecture chosen for the ID decoding block is shown in Fig. 6b. Considering an FPGA clock frequency of $f_{clk} = 440$ MHz, we choose a Super Sampling Rate factor (SSR) of four (SSR=4), ensuring a proper balance between area and latency. The I/Q samples coming from the packet detector block pass through a $\pi/2$ derotation block which reverses the effect of the $\pi/2$-BPSK modulator. This allows to implement the correlation as two real-valued correlators and avoids complex-valued multiplications. For the correlators, we choose an architecture similar to the one from [26], which we modify to implement a fast architecture for length-32 Golay sequences. Using the same logic elements, the block computes correlation against both Ga32 and Gb32 sequences. The outputs of the correlators are fed to the blocks surrounded by dashed lines in Fig. 6b, which implement Eq. 8, to obtain $l$. At the same time, the outputs of the correlators pass through shift registers that match the latency incurred by the $l$ computation blocks.

The classification block implements Eq. 9 to Eq. 11 by sequentially sampling the $P_a$ and $P_b$ values from $R_a$ and $R_b$, then selecting the ones with higher amplitude. The Phase Diff. block computes the phase differences between the $R$ values by implementing Eq. 12. Once we build $c$, a LUT searches for the unique 6-bit code that matches the User ID, as explained in Section 4.2.

We implement the architecture in Fig. 6b on a Xilinx XCZU28DR FPGA, which only requires 0.6% of the available logic elements and computes the ID in just 160 ns, corresponding to 10% of the duration of the STF for data packets. We use an AXI-stream interface which makes it easy to use the block in different hardware architectures.

As can be seen in Figure 6a, SIGNiPHY has been designed to need minimal modifications with very low implementation complexity. For APs, none of the preamble processing blocks are modified, and only the ID-decoding block is added, requiring 10% extra hardware resources in the already minor preamble processing block. The additional power consumption is also negligible compared to components like ADCs and amplifiers. For STAs, 32-bit Golay sequences are already included in IEEE 802.11ay, and therefore, only a very simple logic is required to select the successive sequences when building the preamble. Finally, fast BP switching is already required in the standards for beam refinement and group beamforming.

5 EXPERIMENTAL EVALUATION

To validate the system, we integrate the ID decoding block in an IEEE 802.11ay-compatible FPGA-based testbed that is based on an open-source platform [24] with 60 GHz RF-frontends with analog beamforming capabilities [33]. First, we quantify the effects of modifying the STF structure, to ensure the backward compatibility. Next, we evaluate the ID decoding accuracy and the timing required to change BPs to not compromise the rest of the processing.

5.1 Ensuring preamble functionality

To validate that the modified preamble does not compromise STF functionality, we connect Tx/Rx mmWave RF front-ends to the
same FPGA baseband processor. This allows to account for packets not detected by the packet detector block and estimate the CFO and boundary detection accuracy for detected packets. We set transmitter and receiver antennas 4 m apart and adjust the transmit power to set different SNR values. For each SNR, we analyze 2000 packets and compare SIGNiPHY to the standard IEEE 802.11ad/ay STF.

Fig. 7a shows that SIGNiPHY preambles have the same packet detection probability for SNR values higher than -5 dB. For an average SNR of -15 dB, SIGNiPHY introduces a minor reduction of 6% in the detection probability. However, in such noisy environments, data communication is impossible even for the lowest Modulation and Coding Scheme (MCS). In Fig. 7b, we show SIGNiPHY’s CFO accuracy compared to that of IEEE 802.11ad/ay preambles. Similar to the packet detection accuracy, for SNRs higher than -5 dB the difference in the estimated CFO is lower than 2%, while for lower SNR values the difference increases to ~10%. As pointed out in [15], such small variations in the CFO estimation do not impact the performance of the receiver, since minor residual CFO can be corrected later in the processing pipeline.

Additionally, we also evaluate the boundary detection performance. In this case, the boundary detection probability is 100% for both, the IEEE 802.11ad/ay and the SIGNiPHY preambles, for all the SNR values from Fig. 7.

5.2 SIGNiPHY performance

After validating that SIGNiPHY has no significant impact on the preamble processing, we evaluate the performance of the ID decoding block. First, we analyze the probability of correctly decoding the ID under noise plus interference conditions. Note that the ID block from Section 4.3 always computes an ID from $D$ when triggered by the packet detector. For this experiment, we send data packets from another transmitter with carrier sensing disabled, which constantly collide with the SIGNiPHY preambles. This is a highly challenging scenario, since the payloads of the interfering data packets use Golay sequences as guard intervals between data blocks [20, 21], which could confuse the ID decoding block. We use an additional mmWave front-end with fixed interference power and change the power of the mmWave front-end transmitting the SIGNiPHY packets to obtain different SINR values. As can be seen in Fig. 8a, we get 100% decoding accuracy for SINRs higher than 5 dB, 99.5% for SINRs >-5 dB and for lower values it starts decreasing until 16% for extremely low SINRs around -20 dB. As can be seen, the ID decoding is extremely robust, offering close to 100% decoding accuracy for SNRs where packet detection is possible.

Finally, we must ensure that after decoding the ID of a valid user, there is enough time to change from quasi-omni to a directional BP. In Fig. 8b we show the received samples from the testbed and the time intervals required by STF tasks and SIGNiPHY to operate. The packet starts at time 0.22 $\mu$s and is detected 0.21 $\mu$s later. Then, the ID block requires 0.16 $\mu$s to decode the ID. The latency required to change from quasi-omni to directional reception and the delay incurred by the ADCs to deliver the samples to the FPGA logic is denoted by “Lat”. The latter is entirely ADC-FPGA architecture dependant, and for our specific hardware takes 0.25 $\mu$s. As shown in the figure, both CFO and channel estimation with the CEF are performed already with the directional BP to augment packet decoding probability. This leaves 0.5 $\mu$s to perform CFO estimation which is more than enough to get a good estimate over several Golay sequences [26].

5.3 Real-time operation

We test the early packet filtering of SIGNiPHY in a real indoor scenario, as shown in Fig. 9a. We deploy three nodes, one acting as an AP while the other two are configured as users (User A and User B). For this experiment, the ID of User B is registered in the AP, while the one of User A is not registered. Both users transmit uplink
frames using directional BPs to the AP, with similar transmit power, while the latter is listening using a quasi-omnidirectional BP. Both users are transmitting standard compliant MCS12 IEEE 802.11ad single carrier packets (LDPC rate = 3/4 and 16-QAM modulation) with different payloads.

In Fig. 9b we present the tough case where a packet from User A arrives first at the AP. In this scenario, as soon as the packet is detected, the Preamble ID decoding block (Fig. 6b) starts decoding the ID and compares its value with the registered list in the AP. Then, after comparison, the AP detects that User A is not a valid user and thus raises a Code Invalid flag, which causes the packet to be dropped. The AP returns to idle mode to continue listening to the channel. At \( t = 2 \mu s \), a packet from User B is received and detected by the AP, despite the interference caused by the ongoing packet from User A. After running the ID decoding block and identifying that User B is a valid user, a Code Valid is raised and then the antenna reconfiguration block is instructed to update the receive BP to steer in the direction of User B. It is worth noting that the rest of packet decoding (CEF and payload), are processed with the directional BP, i.e., at a higher SNR regime. Furthermore, the packet from User A is overlapping almost completely with the packet from User B. In Fig. 9c we show the IQ constellation of the equalized symbols (blue dots), which incurs an EVM of 10.2% compared with an ideal 16-QAM constellation, and incurs in zero bit errors after LDPC decoding, despite the interference caused by the packet of User A. As a reference, in Fig. 9c, we included the IQ constellation (red dots) in the case of no interference from other users. The EVM in this case is 8.6%, and it can be easily seen that both constellations almost completely overlap to each other. This demonstrates that despite the multiple packets overlapping in the receiver and the BP changes during the reception of the preamble, none of the processing functions are negatively affected by the implementation of SIGNiPHY.

To highlight the benefit of quick antenna reconfiguration based on user identification, we force the packet detection for User B (which is very unlikely, because the receiver locks to the first packet arriving to the receiver), and run the decoder without performing user identification (i.e., no change from omnidirectional to directional mode). In Fig. 9d we show the IQ constellation plot, which corresponds to a diffuse cloud of points and which cannot be successfully decoded.

As a final experiment to validate SIGNiPHY under more challenging conditions, we deploy 4 STAs and 1 AP in an indoor scenario similar to the one from Fig. 9a. In this setup, only one STA is associated in the network (ID is registered at the AP) while the other STAs represent interferers from other networks. All STAs transmit packets with MCS12 (16QAM, 3/4 LDPC encoded) which carry 40 KB information bits (different for each of them) and have a duration of 12 \( \mu s \). STAs directly transmit packets without carrier sensing, with a random uniform inter-frame spacing between 10 and 50 \( \mu s \). Under this setup, it is very likely that multiple packets are being transmitted at the same time and collide with each other, thus making it very challenging to detect and decode packets from the single registered station. In Figure 10 we show SIGNiPHY throughput performance, varying the number of non-registered users (interferers) in the network between 1 and 3. The three unregistered stations have the same transmit power, while the transmit power of the registered station varies to produce the different SINR values. The SIGNiPHY AP operates similarly to the timing diagram of Figure 9b, i.e., dropping the detected packets from non-registered stations and switching to a directive beam pattern and decoding the packet for the registered station. We compare SIGNiPHY with the performance of an AP without packet filtering, i.e., operating as a standard first-see-first-decode device. To allow for a fair comparison, in this case, we allow the AP to change to a directive beam pattern when a wanted packet is detected by means of decoding its ID. For comparison, we also include the maximum possible throughput that can be obtained if all packets from the registered STA are successfully detected and decoded. We can see that while the first-see-first-decode method is fundamentally limited in terms of achievable throughput by the existence of even a single interferer, SIGNiPHY is able to successfully cope with multiple interferers and reach the maximum throughput even at an SINR of 0 dB and 80% of the maximum throughput at -5 dB.
We study indoor scenarios, using a rectangular room \((29\,\text{m} \times 20\,\text{m} \times 3\,\text{m})\) as the default scenario. Three AP deployments with 4, 8 and 16 APs are considered. APs are mounted on the ceiling at a height of 3 m. Between 8 and 64 STAs with a random location and orientation are placed at a height of 1.2 m. AP association is according to distance, using load balancing to have an equal number of STAs per AP. We use the IEEE 802.11ay protocol and study uplink data transmissions, to analyze channel contention. STAs transmit with data rates of 0.3, 0.5, 1, 2 and 4 Gbps, using two Aggregate MAC Protocol Data Unit (A-MPDU) aggregation sizes: the maximum aggregation supported by IEEE 802.11ay (4 MB) and a low aggregation of 16 KB. All devices use 8x32 element uniform rectangular antenna arrays, which generate narrow beams with high gain. We use IEEE 802.11ay-compliant beamforming training, taking into account both the training overhead and BP selection errors caused by interference. Each simulation has a duration of 50 s and the results are averaged over 50 simulation scenarios with different STA locations.

6.2 Evaluation Results

We first return to the scenario from Section 2.1 which has high spatial sharing potential, as 16 APs are deployed in a large room, and each AP only serves one STA. We study the two A-MPDU aggregation sizes since the aggregation affects the level of contention and the achievable throughput. The data rate is set to 0.3 Gbps per STA for the low aggregation and 2 Gbps for the high, to have similar channel saturation. Fig. 11 shows the Cumulative Distribution Function (CDF) of STA throughput measured over 2 s intervals, demonstrating the excellent SIGNiPHY performance. In the low aggregation mode, only SIGNiPHY can achieve the target data rate, with STAs having the maximum throughput approximately 40% of the time. CTS-to-self only manages this 6% of the time, while with RTS-CTS and the baseline, STAs barely get half of the target data rate. The high aggregation mode shows very similar results, with SIGNiPHY showing even more stable performance and achieving the maximum throughput 60% of the time. Moreover, throughput is below 500 Mbps only 5% of the time, compared to 25% for quasi-omni and 10% for the other schemes, showing that SIGNiPHY gains are not only focused on high performing STAs but that performance is boosted equally throughout the network. It is also evident from Fig. 11 that omni-directional reception severely limits mmWave WiFi, leading to low achievable data rates. Additionally, the poor performance of RTS-CTS should be highlighted as even with directional reception it is not able to outperform quasi-omni IEEE 802.11ay. We found that this is not just due to the extra overhead, but also because it silenced large portions of the network, reducing the spatial sharing. STAs try to transmit a lot less often, which fundamentally limits the achievable throughput. While CTS-to-self is a better alternative, SIGNiPHY manages to have an extra gain of 50% in median throughput, since it incurs no overhead and quickly stops overhearing of unwanted packets.

Since low A-MPDU aggregation severely limits the achievable throughput and over-saturated the channel, in the following scenarios we focus on the high aggregation performance, which allows us to better explore the effect of the network density and traffic load.

To test SIGNiPHY in more challenging conditions, we design a smaller 8 AP deployment, where both spatial re-use and coverage are reduced. Additionally, we vary the number of clients per AP between 1 and 8 to create more realistic deployments, with more STAs sharing the medium. We keep the offered network load at 32 Gbps, reducing the per STA throughput from 4 Gbps to 0.5 Gbps as the number of STAs increases from 8 to 64. This allows us to study how well SIGNiPHY adjusts to different network configurations. Fig. 12 shows the median network throughput with 95% confidence intervals for the different network densities. We can see that SIGNiPHY handles density very well, with the median aggregate throughput remaining practically constant, regardless of the number of STAs. Although CTS-to-self also shows good performance, SIGNiPHY outperforms it by 20%. RTS-CTS and quasi-omni are both 50% below SIGNiPHY and furthermore they degrade as the density increases. Finally, we verify that even in dense deployments, SIGNiPHY maintains a high level of fairness. In the 64 STA deployment, STAs receive less than half of the offered throughput only 10% of the time, compared to 20% for CTS-to-self, 55% for quasi-omni and 76% for RTS-CTS.
Moreover, we demonstrate that SIGNiPHY improves another key network metric, latency. Fig. 13 shows the CDF of the application layer latency for the 8 STAs deployment including buffering delays in the MAC queue. We see that the latency gains are especially high towards the tail of the distribution. SIGNiPHY keeps packet latency below 76 ms 90% of time which is 43 ms lower than CTS-to-self, the closest baseline scheme, and more than twice as low as RTS-CTS and quasi-omni. Finally, we observe that RTS-CTS overhead has the highest median latency, 32 ms higher than SIGNiPHY.

While the previous scenarios overloads the other three schemes, SIGNiPHY never operated in fully saturated conditions, with STA always achieving a median throughput of 85% or higher of the offered load. Therefore, we set a higher data rate of 1 Gbps in the 64 STA deployment to observe SIGNiPHY in fully overloaded conditions. Fig. 14a we see that SIGNiPHY maintains the performance gains over the three baseline schemes. Although CTS-to-self offers similar throughput for well-performing STAs, SIGNiPHY outperforms it by boosting low-performing STAs, leading to a median network throughput gain of 20%. Moreover, CTS-to-self has increased unfairness as the fraction of time STAs have 0 throughput increased to 8%, compared to 3% for quasi-omni IEEE 802.11ay. Conversely, SIGNiPHY is able to reduce it to 1%, the same as RTS-CTS. This is better illustrated in Fig. 14b which shows Jain’s Fairness Index. Quasi-omnidirectional reception leads to very low fairness as STAs far from the AP have both few transmission opportunities and high packet loss due to the low link gain. RTS-CTS increases the fairness the most, but at a significant cost in terms of achievable throughput. CTS-to-self has high throughput but also high unfairness, in particular for low performing STAs. In contrast, SIGNiPHY further increases throughput and has much higher fairness, allowing low performing STAs to transmit more often even under fully overloaded conditions.

Lastly, we evaluate SIGNiPHY in a scenario with user mobility. SIGNiPHY is largely independent of mobility as it is not responsible for BP selection and simply relies on the underlying beam training mechanism to adapt to movement. To demonstrate this we design a scenario with 4 APs and 32 STAs, with a per-STA data rate of 1 Gbps. In the interest of simulation time and complexity, each AP has 2 mobile and 6 static clients. Fig. 15 shows the CDF of the per-STA throughput only for the mobile STAs, comparing the performance with a static scenario in which the STAs remain in their initial position for the duration of the simulation. We can see that while mobility has a negative effect on throughput, SIGNiPHY is not more affected than the other schemes and still outperforms them. In fact, the gain in performance compared to CTS-to-self is increased, as SIGNiPHY is more robust to interference. It is interesting to observe that quasi-omnidirectional reception, while still inefficient, is not as harmful in case of mobility as the wide BP can sometimes prevent link misalignment. Overall, SIGNiPHY increases the aggregate network throughput by 13%, 32% and 50%, as compared to CTS-to-self, RTS-CTS and quasi-omni, respectively.

7 DISCUSSION

We designed SIGNiPHY as a step towards practical mmWave deployments by enhancing packet reception. Our experimental results clearly demonstrate how SIGNiPHY increases resilience to interference and enables packet decoding under very challenging conditions. In turn, in the simulation results, we show how this translates into enhanced spatial sharing, allowing for higher throughput and lower latency, especially for STAs that get few transmission opportunities. This demonstrates the potential for use of SIGNiPHY in a variety of applications, from AR/VR due to the low-latency and high-throughput requirements to dense deployments like HD camera networks and Internet of Things (IoT) networks.
One challenge in very dense deployments might be scalability due to the limited space of SIGNiPHY. In most cases, 38 IDs should be sufficient to cover the full collision domain due to the short range of mmWave. However, for extremely dense scenarios it is also possible to significantly extend the number of IDs to 532 by additionally using \(\pm Gc_{32}\) and \(\pm Gd_{32}\) (already supported by IEEE 802.11ay) when building the preamble. This requires minor additional hardware resources, with an extra 32-bit correlator and storage needed. Therefore, the ID space can be chosen depending on the trade-off between scalability and implementation cost. The increased ID space can also help to avoid duplicate IDs among STAs of different networks. As discussed in Section 3.3, duplicate IDs are only transient and do not disturb wanted packet reception. However, avoiding them can improve SIGNiPHY filtering.

Finally, although we have shown that mobility does not directly affect SIGNiPHY, very high mobility scenarios can still present a challenge. The issue in such scenarios is not any SIGNiPHY behavior, but rather that the use of directional receive BPs can often lead to beam misalignment caused by user mobility. Therefore, directional reception itself might lead to reduced performance. However, we plan to extend SIGNiPHY to address such scenarios with a link degradation detection mechanism. In this case, SIGNiPHY can measure the change in received power after the switch to directional reception. When this leads to a drop instead of the expected increase in power, SIGNiPHY would default back to omnidirectional reception and trigger link recovery procedures. As this check can be done on a per-packet basis and with simultaneous directional transmission and reception, SIGNiPHY has the potential to detect link misalignment very fast and prevent loss of service. Furthermore, we plan to extend SIGNiPHY to enable MIMO operation and to enhance the resilience to interferers by adapting the receive BP to create a null in the direction of known interferers.

8 RELATED WORK

PHY layer signaling: PHY signaling has been proposed for different applications. [6, 11, 28, 29, 42–44] proposes replacing control packets with correlatable sequences for higher robustness and efficiency. However, this approach has significant implementation complexity due to the number of correlators needed at the receiver. Similarly, [6] does not take into account practical implementation aspects and rather focuses on security. Additionally, [6] along with [42] add an extra PHY preamble which adds overhead and prevents backward compatibility. In [11], the authors embed hidden bits in the STF by phase shift keying, which is, however, sensitive to CFO and phase noise. Time and phase shifts in the STF are used to encode bits in [44], with a decoding accuracy that depends on the estimated channel. Except for [28], all other works rely on channel estimation and equalization. This makes them unusable for our purposes since channel estimation and equalization have to be done already with the directional BP. In contrast, our approach enables quick ID decoding while having low complexity. To the best of our knowledge this is the first work to enable backward-compatible PHY signaling for mmWave WiFi.

Preventing overhearing in WiFi: Preventing overhearing of unwanted packets has mostly been considered in the context of energy efficiency for sub-6 GHz WiFi, where after stopping reception the device goes to sleep mode for the duration of the unwanted packet. This can be enabled after MAC header decoding [5, 13] or after the reception of an RTS or CTS [7, 12]. Finally, PHY signaling can enable identification and packet detection in low power mode [42] and prevent denial-of-service attacks [6]. Our approach differs from these works, both in the aim and the PHY signaling design.

mmWave WiFi optimization: Recent works [14, 22, 27, 39, 40] have considered optimizing mmWave performance in multi-AP deployments to cope with interference and increase spatial reuse. However, they approach the problem from the PHY layer perspective and attempt to optimize beam and AP selection [36, 39, 40], coordinate transmissions [14, 22] and reduce blockage [41] through global network optimization with a central controller. They are complementary to our work which focuses on improving the MAC functioning and can be jointly used with SIGNiPHY. For example, [27] mitigates interference by modifying the BP to create a null in the direction of the interferer. SIGNiPHY can provide fast interferer identification to simplify the steering of the BP null.

CSMA/CA for directional mmWave WiFi: Prior work on directional CSMA/CA mostly fails to take into account mmWave operation and assumes efficient communication is possible with omnidirectional antennas [9, 10, 37]. Works that are specifically targeted towards mmWave WiFi either assume the existence of a central controller [18, 34] to coordinate transmissions, require cooperation and relaying [8, 32] or introduce significant overhead [2]. Additionally, all these works propose new, modified MAC protocols with additional complexity and overhead which makes their deployment and evaluation in practical WiFi implementations difficult.

9 CONCLUSIONS

In this paper we present SIGNiPHY, a new approach for increased mmWave WiFi efficiency. SIGNiPHY uses preamble ID embedding for early PHY layer user identification, only 160 ns after packet detection, while maintaining backward compatibility and low implementation complexity. Fast switching from a quasi-omni to a directional reception BP allows to receive the packet payload with increased gain and lower interference. We further optimize packet reception by PHY filtering unwanted packets based on the embedded preamble ID for increased spatial re-use. We implement SIGNiPHY both on an FPGA-based mmWave testbed for a real-world validation, and in ns-3 to evaluate it in dense networks. The experimental evaluation demonstrates that SIGNiPHY is both backward compatible and highly robust, with a 99.5% decoding accuracy for SINR above -5 dB. The simulation results, meanwhile, show that SIGNiPHY boosts throughput between 13% and 230%, while ensuring high fairness.

10 ACKNOWLEDGMENTS

This work has been funded by the European Union’s Horizon 2020 research and innovation program under the Marie Skłodowska-Curie grant agreement No 861222 (MINTS) and the Spanish Ministry of Economic Affairs and Digital Transformation under European Union NextGeneration-EU projects TSI-063000-2021-59 RISC-6G and TSI-063000-2021-63 MAP-6G. We would also like to thank Tanguy Ropitault for his help with the simulation scenarios.
REFERENCES


