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Abstract: Learning Algorithm for Multivariable Data Analysis (LAMDA) is a fuzzy 16 

approach, which has been used in clustering and classification processes. Recently, 17 

extensions have been proposed of LAMDA, to improve its performance in classification tasks. 18 

The first one is called LAMDA-FAR, which proposes a new criterion to validate functional 19 

states after recognition, based on the minimum and maximum calculated distances between 20 

the two membership degrees with the highest values. The second extension is called LAMDA-21 

HAD, which proposes two strategies to improve LAMDA performance. The first strategy 22 

calculates an adaptive Global Adequacy Degree (GAD) of the Non-Informative Class (NIC) 23 

to each class to prevent that correctly classified individuals will be assigned to the NIC class. 24 

The second strategy calculates the similarity among the GAD of an individual and all ones of 25 

each class, to make a more reliable assignment. This article analyzes the performance of these 26 

techniques for different classification problems. The goal is to define the application context 27 

for each one. Each case study was defined by a set of data in an operational context, which 28 

must be used by the classification techniques to obtain accurate results. LAMDA-HAD was 29 

better with unbalanced classes, while LAMDA-FAR was excellent for discovering new 30 

classes. Both algorithms worked well for different levels of noise (which can represent faults 31 

in the sensors), a factor important in diagnostic tasks. The aim of this paper is to determine 32 

the correct utilization profile of each LAMDA technique adjusted to the properties of the 33 

problems under study.  34 

Keywords: classification problems, performance analysis, LAMDA. 35 

 36 

1. Introduction 37 

Classification problems are present in a lot of engineering processes. The main goal of a 38 

classification task is to assign objects to predefined categories. The classification task model 39 

can be used in different ways, most commonly as a descriptive model to explain the 40 

distinctions between objects in different classes, but also as a predictive model to forecast 41 

classes of unknown data [1]–[5]. Sometimes, the classification process may be challenging 42 

due to external disturbances, inaccuracy in measurement equipment, incipient faults not 43 

detected in the system, or simply, inherent classification techniques variances. 44 

 45 



LAMDA is a fuzzy clustering algorithm proposed by (Aguilar-Martín and López De 46 

Mantaras, 1982 [5]), which uses probability density functions to compute the membership of 47 

an individual i to a class k considering the maximum value of a numerical array of 48 

membership degrees or Global Adequacy degrees (GAD), which varies between 0 and 1, 49 

where 1 represents the absolute membership of a data to a class and 0 represents non-50 

membership to this.  51 

 52 

Among some notable differences of LAMDA algorithm, compared to other algorithms [6], 53 

the following are related: 54 

 This algorithm does not need to have data of all the possible classes of the system 55 

(unknown states) to generate new functional states even after its training stage.  56 

 This algorithm can work in a supervised (scenario evaluated in this work) and 57 

unsupervised learning processes including both qualitative and quantitative data. 58 

 The data processing time invested in the training/learning stage of the algorithm is 59 

relatively short because this is not an iterative process. 60 

 The equations and internal structure of the algorithm are known, facilitating the 61 

modification of the classifier's characteristic parameters. 62 

 Complex mathematical routines are not used to determine the membership of an 63 

individual to a class, which facilitates its implementation in different types of processes. 64 

 Allowing it to be used in descriptive and classification tasks. 65 

  66 
1.1. Related works 67 

In the scientific literature, can be found abundant works related to data classification and 68 

clustering methods based on the functional states detection of different systems.  69 

To deal with a lot of classification, clustering, or prediction problems, a general combination 70 

of neural networks and fuzzy systems have been proposed to solve them, Santos-Junior et al. 71 

developed a new method based on a Fuzzy ARTMAP neural network with continuous 72 

training which can be trained via classification or prediction methods [7]. Ramirez-Bautista 73 

et al. compared the obtained classification results of human plantar foot alterations employing 74 

Fuzzy Cognitive Maps (FCM) trained by Genetic Algorithm (GA) against a Multi-Layer 75 

Perceptron Neural Network (MLPNN) to detect gait disorders in a person. The tests were 76 

validated by a specialized physician of the Piédica diagnostic center, obtaining better 77 

performance the fuzzy method [8]. In the field of medicine, and especially in the diagnosis 78 

of pathologies through the analysis and treatment of biomedical images, computational 79 

intelligence methods have an important role, Das A et al. designed a classifier with a fuzzy 80 

decision method for biomedical images. Four heterogeneous base classifiers based on Neural 81 

Networks and a fuzzy min-max model were considered. Accuracy, precision, recall,  82 

specificity, sensitivity, and F1-score parameters were evaluated for each data set [9]. In the 83 

field of biology, considering sound databases of marine mammals, recognition and 84 

classification processes were carried out using the Fuzzy-ChOA algorithm (fuzzy-Chimp 85 

Optimization algorithm). This algorithm is a combination of ChOA as an artificial neural 86 

networks trainer (ANN) and fuzzy logic [10]. 87 

 88 



Some years ago, the LAMDA fuzzy algorithm has been employed as a helpful tool in medical 89 

and biological applications to detect anuran (amphibians) species through the identification 90 

of its calls. The Implemented methodology showed an excellent potential of recognition and 91 

high classification percentages and noise immunity [11]. 92 

In engineering processes, specifically those monitored by Artificial Intelligence (AI) systems, 93 

is important to identify accurately the functional states (classes), in this context LAMDA is 94 

very useful. Among some clustering and data classification works that have used the LAMDA 95 

algorithm in engineering processes the following stand out [12]–[14]. For example, LAMDA 96 

has been used in Fault Detection and Isolation (FDI) case studies, to detect operating states 97 

and avoid dangerous operating conditions [2]. Also, the algorithm was used to detect the 98 

functional states of a process in real time, identifying its normal and abnormal states [15], 99 

[16]. Another application has been to determine the fault location considering the information 100 

obtained from the signals of the system [12]. 101 

Other additional works related to LAMDA fuzzy algorithm are mentioned following. Morales 102 

et al. proposed the LAMDA algorithm to compute the sliding mode control continuous and 103 

discontinuous actions to obtain a chattering-free controller to apply it to a class of SISO 104 

systems. The experiments were compared with other control techniques, exhibiting good 105 

results and enhancing the performance of tanks control [17]. Additionally, some extensions 106 

have been proposed to improve the performance of LAMDA, a modification of the original 107 

algorithm proposed by the same authors named LAMDA-RD where an automatic merge 108 

technique to update the cluster partition was performed to improve the quality of the clusters, 109 

that proposal was applied to several benchmarks and was compared with different clustering 110 

algorithms and measured metrics [18]. In the field of artificial vision and image processing, 111 

a variation of the LAMDA algorithm (T-LAMDA) was used to perform color image 112 

segmentation procedures (RGB values), incorporating spatial information organized in a 113 

class tree which improved the accuracy method and increased the noise immunity [19]. 114 

LAMDA too was used to perform the trajectory tracking control of a robot. Different dynamic 115 

controllers based on this fuzzy algorithm were designed such as LAMDA-PID, LAMDA-116 

Sliding-Mode Control (LSMC), and Adaptive LAMDA controllers. To perform a comparative 117 

analysis between them and the conventional PID, SMC, and Fuzzy-PID controllers, different 118 

trajectories both qualitatively and quantitatively results were evaluated [20]. Recently a soft 119 

computing algorithm for modeling and control of nonlinear complex systems applying online 120 

learning based on LAMDA was used to enhance the accuracy and performance of a controller 121 

[21]. In that work, the structure and learning methods of the original algorithm were 122 

modified, developing an adaptive approach that evaluates the closed-loop system [20]. These 123 

controllers have been tested in systems with different characteristics, such as non-linearities, 124 

systems with dead time, SISO and MIMO systems, etc, in which their operation has been 125 

validated and their performance analyzed [22]. Botia et al. too proposed a structural 126 

modification of the LAMDA algorithm adding to the model two functions: intuitionistic 127 

global adequacy degree (IGAD) and global typicality degree (GTD), later mixing both 128 

functions, they formed a new function called typicality and intuitionistic global adequacy 129 

degree (TIGAD). That proposal was applied in three study cases improving the data clustering 130 

process [23]. 131 

In the field of prediction industrial complex processes, Isaza et al. proposed an approach 132 

based on LAMDA and Markov‘s theory to classify and estimate functional states respectively, 133 

that work was tested on a boiler subsystem of a steam generator and a power transmission 134 

system [24]. In the automotive sector, LAMDA fuzzy algorithm was used in supervisory 135 



learning mode to diagnose the current faults in a vehicle. The algorithm identified different 136 

functional states such as normal driving behavior, aggressive driving, or mechanical failure. 137 

That approach achieves 92.52% of correct identification with a low computational cost [24]. 138 

It has been shown that the limitations of the algorithm are related to datasets that have 139 

descriptors that do not adequately characterize the classes [25], Therefore, it is appropriate 140 

to carry out a previous stage of data science to know the most representative descriptors that 141 

provide relevant information to the model that the algorithm will generate. The main 142 

foundation of LAMDA is fuzzy and this feature is used to create new classes not considered 143 

in the training, however, sometimes this functionality creates classes excessively, which has 144 

been a problem that has been tried to solve. by researchers in order to improve the 145 

performance of the algorithm as in [16], [25]. 146 

From the review of related works, it is evident that there is a large amount of information in 147 

this regard, in which new modifications to the algorithm are presented for use in the field of 148 

classification, clustering and even control. In the context of supervised learning, there is no 149 

formal research that allows knowing a priori which of the algorithms is the most appropriate 150 

when working with data sets of different characteristics and that allows an adequate selection 151 

of the different LAMDA methodologies (extensions). 152 

 153 

The motivation of this work arises from this lack of information, so it is proposed to carry 154 

out a performance analysis of the improvements of the LAMDA fuzzy algorithm in different 155 

case studies in which several modifications are made to evaluate the cases in which each one 156 

allows for better results. Specially, we are interested in two recent improvements in 157 

classification tasks. One is LAMDA-FAR [20], which takes as basic information the measure 158 

of two distances computed among the two highest GAD in each class. Using these distances, 159 

it is evaluated if the GAD of an individual is within those ranges to assign it to a class; 160 

otherwise, it is sent to the NIC class. The other one is LAMDA-HAD [25], which proposes 161 

two strategies to improve the efficiency of the original algorithm. The first strategy defines 162 

an adaptable GAD of the NIC to each class to avoid that correctly classified individuals will 163 

be assigned to the NIC class; and the second strategy calculates a similarity measure between 164 

the GAD of an individual and all the others of each class, to make a more reliable assignment.  165 

In this paper, we are going to test the performance of these recent extensions of the LAMDA 166 

algorithm, in different classification problems, to determine the utilization profile of each 167 

one. The utilization profile of a technique is defined based on the characteristics of the 168 

descriptors, classes, and data, among other things, of the classification problems where it 169 

gives the best performances.  170 

This paper is organized as follows: In the next section, we introduce LAMDA and in section 171 

3 its recent extensions. Section 4 presents the three case studies. Section 5 shows the results 172 

and defines the utilization profile of each technique according to the results obtained. Finally, 173 

Section 6 presents our conclusions. 174 

 175 

 176 

2. Learning Algorithm for Multivariable Data Analysis (LAMDA) 177 
 178 

LAMDA is a fuzzy algorithm that combines the concepts of neural networks and fuzzy 179 

clustering [5]. The algorithm is based on the calculation of the GADs (see equation 6) or 180 

membership degrees matrix, which in turn depend on the Marginal Adequacy Degrees matrix 181 



(MAD) (see equation 2), calculated using probability density functions (binomial function, 182 

Gaussian function, Poisson function, etc.), to find the functional state or class to which an 183 

individual 𝑋 belongs. 184 

  185 

In this paper, the k-th class is denoted by the lowercase and italic letter k, with 1 < 𝑘 < 𝑚, 186 

where 𝑚 is the total number of classes in the system, and the d-th descriptor or attribute is 187 

denoted by the lowercase letter 𝑑, with 1 < 𝑑 < 𝐷, where 𝐷 is the total number of 188 

descriptors. 189 

 190 

One of the main advantages of LAMDA over other fuzzy classification algorithms is that this 191 

algorithm can create new classes even after its training stage. When data does not conform 192 

to the characteristics of the pre-established classes, LAMDA has a class called the Non-193 

Informative Class (NIC), to which this data will be assigned. If the system where the 194 

algorithm is applied is being trained in a supervised manner, then all new incoming data 𝑋, 195 

with X = [x1, x2,…,xd,..., xD] that do not meet the selection criteria of the original classes will 196 

be assigned to the NIC class (see Figure 1.a). In the same way, when the training is performed 197 

in an unsupervised mode, the characteristics of the algorithm would allow the construction 198 

of new classes to which these individuals would be assigned, distinguishing between 199 

themselves according to their characteristics (see Figure 1.b). 200 

  
a) b) 

Figure 1. Creation of new classes when incoming data is classified within the NIC class 201 

In LAMDA, it is necessary to work with normalized data in the algorithm, with the purpose 202 

that all the descriptors are in the same subspace [0,1]. For this operation, the maximum xmax,d 203 

and minimum xmin,d values of each descriptor must be considered, this normalization is shown 204 

in equation 1. 205 

 206 

�̅�𝑑 =
𝑥𝑑 − 𝑥𝑚𝑖𝑛,𝑑

𝑥𝑚𝑎𝑥,𝑑 − 𝑥𝑚𝑖𝑛,𝑑
 (1) 

The MAD is a parameter used to measure the similarity of a descriptor with the same 207 

descriptor in each class 𝑘. To compute MADs are used probability density functions like the 208 

binomial function: 209 

 210 

𝑀𝐴𝐷[�̅�,𝐾,𝐷](�̅�𝑑, 𝜌𝑘,𝑑) = 𝜌𝑘,𝑑
�̅�𝑑(1 − 𝜌𝑘,𝑑)(1−�̅�𝑑)   (2) 

where ρk,d is the average value for the class k, calculated according to equation 3, in the case 211 

of supervised training: 212 



𝜌[𝐾,𝐷](�̅�𝑑, 𝑇𝑘) =
1

𝑇𝑘
∑ �̅�𝑑(𝑡)

𝑡=𝑇𝑘

𝑡=1

 

   

  (3) 

where 𝑇𝑘  is the number of data belonging to class k.  213 

 214 

LAMDA algorithm uses one of two types of connectors to obtain the GAD from the MAD, 215 

Product-Probabilistic sum (equation 4) or Minimum-Maximum (equation 5). 216 

 217 

𝛾(𝑎, 𝑏) = 𝑎𝑏; 𝛽(𝑎, 𝑏) = 𝑎 + 𝑏 − 𝑎𝑏  (4) 

 

𝛾(𝑎, 𝑏) = min (𝑎, 𝑏); 𝛽(𝑎, 𝑏) = max (𝑎, 𝑏) (5) 

 218 

where a and b are fuzzy sets (in LAMDA are the MADs of class 𝑘), 𝛾 is the t-norm and β is 219 

the s-norm of the fuzzy connectors.  220 

 221 

GAD function can be obtained according to equation 6. The degree of exigency to classify 222 

the data depends upon the parameter 𝛼, with 0 ≤  𝛼 ≤  1. When 𝛼 increases, then the 223 

classification turns out to be stricter, and when 𝛼 decreases, then the classification is more 224 

permissive. 225 

𝐺𝐴𝐷(�̅�, 𝐾𝑘) = 𝛼𝛾[𝑀𝐴𝐷1(�̅�1, 𝐾𝑘), … , 𝑀𝐴𝐷𝑑(�̅�𝑑, 𝐾𝑘), … , 𝑀𝐴𝐷𝐷(�̅�𝐷 , 𝐾𝑘)] 226 

+(1 − 𝛼)𝛽[𝑀𝐴𝐷1(�̅�1, 𝐾𝑘), … , 𝑀𝐴𝐷𝑑(�̅�𝑑 , 𝐾𝑘), … , 𝑀𝐴𝐷𝐷(�̅�𝐷 , 𝐾𝑘)]         (6) 227 

 228 

Finally, the normalized individual �̅� is assigned to a class where the maximum GAD value 229 

is reached. Figure 2 shows the original LAMDA classification structure. 230 

 231 

 232 
Figure 2. Original LAMDA classification structure  233 

3. Improvements to the LAMDA algorithm 234 
 235 

3.1 LAMDA-FAR algorithm 236 
 237 

The LAMDA-FAR (LAMDA-Functional States After Recognition) algorithm in its training 238 

stage, calculates the dmax(k) and dmin(k) distances (see Figure 3) between the two membership 239 

degrees with the highest GAD values for each incoming data X and for each class k. 240 

 241 

“The dmax(k) distance (equation 7) is described as the difference between the maximum value 242 

of the uppermost GAD (GADtop) which are the highest membership degrees values for each 243 

class k, and the minimum value of the GAD immediately below (GADlow)” [16]. 244 

 245 

𝑑𝑚𝑎𝑥(𝑘) = max (𝐺𝐴𝐷𝑡𝑜𝑝(𝑘)) − min(𝐺𝐴𝐷𝑙𝑜𝑤(𝑘)) (7) 

 246 



“The dmin(k) distance (Equation 8) represents the difference among the minimum value of 247 

uppermost GAD (GADtop), and the maximum value of GAD immediately below (GADlow)” 248 

[20]. 249 

 250 

𝑑𝑚𝑖𝑛(𝑘) = min (𝐺𝐴𝐷𝑡𝑜𝑝(𝑘)) − max(𝐺𝐴𝐷𝑙𝑜𝑤(𝑘)) (8) 

 251 

Once dmax(k) and dmin(k) distances for each class k are computed, the differences between the 252 

two higher membership degrees are evaluated for each incoming data �̅�. In other words, 253 

when the membership degrees of an individual 𝑋 to each class k (GAD (k)) are found, then 254 

they are sorted from highest to lowest, and then the difference of the first two values is 255 

computed (the two membership degrees of higher value). If the distances obtained are lower 256 

than dmin(k) or higher than dmax(k), then data 𝑋 is classified into the NIC class. In order to 257 

carry out the previous procedure, it is clarified that the membership degrees associated with 258 

the 𝑁𝐼𝐶 class will not be considered. If the distances computed from the data 𝑋 are within 259 

the thresholds, then this will be assigned into the preexisting class k defined by the original 260 

LAMDA algorithm. 261 

To understand the algorithmic way of how LAMDA-FAR works, consider the following steps: 262 

Step 1: sort from highest to lowest the GAD’s for each individual X. 263 

𝑠𝑜𝑟𝑡 ([𝐺𝐴𝐷(1), 𝐺𝐴𝐷(2), … 𝐺𝐴𝐷(𝑘), …  𝐺𝐴𝐷(𝑚)]) 264 

Step 2: the two highest values are selected, the difference between them is computed and the 265 

distance is obtained 266 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝐺𝐴𝐷1−𝑚𝑎𝑥 − 𝐺𝐴𝐷2−𝑚𝑎𝑥 267 

𝐺𝐴𝐷1−𝑚𝑎𝑥 represents the highest membership degrees value and 𝐺𝐴𝐷2−𝑚𝑎𝑥  represents the 268 

second highest value. 269 

Step 3: the calculated distance is compared with the distances dmax(k) and dmin(k) obtained in 270 

the training stage. 271 

𝑖𝑓(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 < 𝑑𝑚𝑖𝑛(𝑘)) 𝑜𝑟 𝑖𝑓(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 > 𝑑𝑚𝑎𝑥(𝑘)) 272 

𝑡ℎ𝑒𝑛 (𝑘 = 𝑁𝐼𝐶) 273 

𝑒𝑙𝑠𝑒 (𝑘 = 𝑘𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙) 274 

𝑘𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 is the class found by the original LAMDA algorithm. 275 

Figure 3, shows an example of the maximum (dmax(k)) and minimum (dmin(k)) distances 276 

obtained for class 𝑘 = 2 between the two membership degrees with the higher GAD values 277 

for each incoming data applied by the LAMDA-FAR algorithm in the training stage. 278 



Data belonging to Class 1

dmin(2)

Data belonging to Class 3 Data belonging to Class 4
GAD top(2)

GAD low(2)

dmax(2)

Data belonging to Class 2

NIC

 279 

Figure 3. Example of the maximum (𝑑𝑚𝑎𝑥(𝑘)) and minimum (𝑑𝑚𝑖𝑛(𝑘)) distances for class 𝑘 = 2 280 
in a training data base with 4 classes with 50 samples each one. 281 

 282 

If the original LAMDA algorithm recognizes that a new individual belongs to the NIC, then 283 

the LAMDA-FAR criterion does not apply. However, if the class is any other, then the 284 

classification will be validated. LAMDA-FAR criterion is used to validate the classification 285 

process of the original LAMDA algorithm, establishing each class or functional state by using 286 

a membership degrees analysis. 287 

 288 

3.2 LAMDA-HAD algorithm 289 
 290 

LAMDA-HAD solves some problems presented in the original algorithm. In certain 291 

applications, the original algorithm tends to incorrectly send well classified objects to the 292 

NIC. On the other hand, depending on the similarity of the descriptors of an object between 293 

two classes, it could perform an incorrect classification process (misclassification) [25]. To 294 

solve these drawbacks, LAMDA-HAD proposes two strategies:  295 

 To compute as many NICs as the number of classes. The NICs are obtained using the 296 

intrinsic features of each class, to prevent sending well-classified individuals to the NIC. 297 

 To calculate the Higher Adequacy Degree (HAD), a measure of the similarity degree of 298 

the GAD of an individual related with the average of the GADs of the classes using 299 

probabilistic functions. The HAD allows a more accurate object assignment to the class 300 

that really corresponds [26]. 301 

The LAMDA-HAD algorithm is similar to LAMDA in the procedure shown from equations 302 

(1)-(6). Starting from this, LAMDA-HAD requires the computation of the average values of 303 

the GADs of the class 𝑝 for each individual in each class 𝑘 (MGADk,p). These parameters are 304 

obtained as:  305 



 306 

𝑀𝐺𝐴𝐷[𝑘,𝑝](𝐺𝐴𝐷𝑡,𝑝, 𝑇𝑘) =
1

𝑇𝑘
∑ 𝐺𝐴𝐷𝑡,𝑝

𝑡=𝑇𝑘

𝑡=1

                                              (9) 307 

where 𝑝 = {1, . . , 𝑚} are the pre-existing classes, therefore 𝐺𝐴𝐷𝑡,𝑝 is the GAD of the 308 

individual 𝑡 for the class 𝑝, in the class 𝑘.  309 

 310 

Figure 4, shows the same example of Section 3.1 where are presented the location of some 311 

GADs (colored lines) and 𝑀𝐺𝐴𝐷𝑘,𝑝 (dashed lines), in a training database with 4 classes with 312 

50 samples each one. 313 

GADNIC1

GADNIC2

GADNIC3 GADNIC4

GAD1,1

GAD2,2

GAD3,4

GAD4,1

MGAD1,1

MGAD2,2

MGAD2,2

MGAD2,2

 314 
Figure 4. Example of MGAD obtained for each GAD in the training database with 4 classes and 50 315 

samples each one. 316 
  317 

With the MGAD, the next parameters are computed: 318 

 319 

Adaptable 𝐺𝐴𝐷𝑁𝐼𝐶: The GAD of the NIC of each class 𝑘 is calculated by equation 10, and 320 

it corresponds to the mean value of all MGADs in each class 𝑘.  321 

 322 

𝐺𝐴𝐷𝑁𝐼𝐶𝑘
(𝑀𝐺𝐴𝐷𝑘,𝑝, 𝑚) =

1

𝑚
∑ 𝑀𝐺𝐴𝐷𝑘,𝑝

𝑝=𝑚

𝑝=1

                                               (10) 323 

 324 

This is the new threshold established to define whether or not an individual should be 325 

assigned to the class 𝑘. As mentioned before, in the original proposal a single general 𝑁𝐼𝐶 is 326 

calculated, while in LAMDA-HAD, the NIC is adapted to each class. In the example of Figure 327 

3, the GADNIC are the solid black lines in each class. 328 

 329 



Adequacy Degree of the GAD (𝐴𝐷𝐺𝐴𝐷): this parameter computes the adequacy degrees of 330 

the GAD of the object with respect to the 𝑀𝐺𝐴𝐷𝑘,𝑝, it is obtained evaluating �̅� in each class 331 

as: 332 

 333 

𝐴𝐷𝐺𝐴𝐷[�̅�,𝑘,𝑝]
(𝑀𝐺𝐴𝐷𝑘,𝑝, 𝐺𝐴𝐷�̅�,𝑝) = 𝑀𝐺𝐴𝐷𝑘,𝑝

𝐺𝐴𝐷�̅�,𝑝(1 − 𝑀𝐺𝐴𝐷𝑘,𝑝)(1−𝐺𝐴𝐷�̅�,𝑝)               (11) 334 

 335 

 336 

Higher Adequacy Degree (HAD): this parameter is computed adding the 𝐴𝐷𝐺𝐴𝐷 for each 337 

class: 338 

𝐻𝐴𝐷[�̅�,𝑘](𝐴𝐷𝐺𝐴𝐷�̅�,𝑘,𝑝
) = ∑ 𝐴𝐷𝐺𝐴𝐷�̅�,𝑘,𝑝

𝑝=𝑚

𝑝=1

                                                   (12) 339 

Using the probability function presented in equation (11), the HAD computes with greater 340 

certainty the membership degree of the individual �̅� based on its 𝐺𝐴𝐷𝑠, which strengthens 341 

the assignment process, since the similarity analysis, in this case, is performed concerning 342 

the GADs of all the individuals in each class. As a result, LAMDA-HAD improves the 343 

performance of the classification in unbalanced class scenario. 344 

 345 

The maximum HAD, (Equation 13) allows establishing the index (label) 𝐸𝐼 of the class to 346 

which the object has a greater probability of belonging. 347 

 348 
𝐸𝐼(𝐻𝐴𝐷�̅�,𝑘) =  arg max (𝐻𝐴𝐷�̅�,1, … , 𝐻𝐴𝐷�̅�,𝑘, … , 𝐻𝐴𝐷�̅�,𝑚)                             (13) 349 

Finally, it is necessary to verify if the maximum GAD of the object in the estimated class  𝐸𝐼 350 

is greater than the corresponding 𝐺𝐴𝐷𝑁𝐼𝐶 (equation 14) in the estimated class. If this 351 

condition is met, then the object is assigned to the class 𝐸𝐼, otherwise is assigned to the NIC 352 

class. 353 

 354 

𝑖𝑛𝑑𝑒𝑥 (𝐺𝐴𝐷𝐸𝐼,�̅�, 𝐺𝐴𝐷𝑁𝐼𝐶𝐸𝐼
) = arg max (𝐺𝐴𝐷𝐸𝐼,�̅�, 𝐺𝐴𝐷𝑁𝐼𝐶𝐸𝐼

)                                           (14) 355 

  356 

4. Case studies  357 
 358 

In engineering processes, it is important to identify accurately their functional states (classes), 359 

to diagnose typical and atypical states, monitor the normal operation of processes, detect fault 360 

to take corrective actions, among others. The case studies considered in this section are real 361 

applications. The goal is to identify the correct functional states of the systems under different 362 

conditions in the datasets. These are: balanced and unbalanced datasets, clean and noisy 363 

datasets, and datasets with incomplete data to detect states not considered in the training, 364 

which will allow a rigorous analysis of the tested algorithms. The used datasets are of Wells 365 

based on the Artificial Gas Lift, Diesel Engines and of Driver States [1], [3], [4], [16], [27], 366 

[28]. 367 

 368 

4.1 Wells based on the Artificial Gas Lift (AGL) method 369 
 370 



4.1.1 Theoretical framework 371 

The flow to the well depends on the pressure exerted downhole in the well (Pwf), and the 372 

static pressure exerted on the tank (Pws). In the well, the fluids rise through the production 373 

pipe-line overcoming the friction of the internal walls and gravity. At the wellhead, the 374 

resulting pressure corresponds to Pwh. The production capacity of the well corresponds to 375 

the balance between the energy input capacity of the reservoir and the energy requirement of 376 

the installation to bring the fluids outside. [27]. 377 

 378 

Gas lift is a method used to extract oil in wells that have low pressure in the reservoir. For 379 

this it is necessary to reduce the hydrostatic pressure in the pipe [3], [27]. The gas is drawn 380 

into the piping and combines with the fluid in the reservoir (see Figure 5). The gas decreases 381 

the density of the fluid in the pipe, which decreases Pwf, which increases the production of 382 

the reservoir. The flow dynamics in a gas well can be explained as:  i) the gas from the casing 383 

flows into the pipe. When gas enters the pipeline, the pressure in the pipeline decreases which 384 

speeds up gas entry; ii) the gas pushes the liquid out of the pipeline; iii) the liquid in the pipe 385 

creates a blockage in the injection hole. Then the pipe is filled with liquid and the annular 386 

space with gas, iv) a new cycle will start when the pressure at the injection port exceeds the 387 

pressure at the pipe side. 388 
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 389 

Figure 5. The Artificial Gas Lift (Image taken from [6]) 390 

The operation of the AGL well is presented in Figure 6. The graph shows that by increasing 391 

the gas injection rate, production also increases until it reaches its maximum; however, 392 

further increases in gas injection would cause a decrease in production [3], [27]–[29].   393 

 394 



 395 

Figure 6. Artificial Gas Lift well behavior’s model (Image taken from [28]) 396 

Application of the AGL method in the field requires instrumentation and control monitoring 397 

[28], [29], for measuring and controlling the variables presented in Figure 7. These variables 398 

are Differential Pressure of the Gas Injected (GLDP), Pressure of the Tubing of Production 399 

(THP), Pressure of the Gas Injected (GLP), Pressure of the Casing (CHP), and the Pressure 400 

of the Line of Production (PLP), Flow of Lift (FGL), and the Rate of Production (Qprod). 401 
 402 

PLP PLP

Reservoir

Valve

CHP

GLDPGLP

Line of 

production
Casing

Line of 

injection gas

 403 

Figure 7. Representation of a Gas Lift Method in a Well(Image taken from [28]) 404 
 405 

4.1.2 Experimental Setup 406 

The database corresponding to Gas Lift Wells consists of 1186 instances, which have 4 407 

descriptors: Casing Pressure (CHP), Production Tubing Pressure (THP), Gas Lift Flow 408 

(FGL), and Bottom Pressure (Pwf), with 4 classes corresponding to the rate of production 409 

(Qprod). Values corresponding to the classes are the following [28], [29]: 410 

 411 

 Class 1: 𝑄𝑝𝑟𝑜𝑑 ≤ 100 412 

 Class 2: 100< 𝑄𝑝𝑟𝑜𝑑 ≤ 215 413 

 Class 3: 215< 𝑄𝑝𝑟𝑜𝑑 ≤ 300 414 

 Class 4: 300 < 𝑄𝑝𝑟𝑜𝑑 415 



The classes are balanced, with the following number of instances: Class 1, Class 2, and Class 416 

3, with 297 instances in each one, and Class 4 with 295 instances. Previously, data science 417 

tasks have been performed to avoid the existence of atypical data, and data that may have 418 

null values. Also, the descriptors have been normalized to values between 0 to 1.  419 

In order to carry out the classification tests, 10 different settings were proposed, in which the 420 

classifiers have been trained only once with 80% of the data. The different settings vary 421 

according to the percentage of noise added to one or more descriptors in the validation data, 422 

detailed as follows: 423 

 424 

Setting 1: Original database. The algorithm was trained with 80% of the total data of the 4 425 

states (classes) of Qprod, which were randomly chosen. The remaining 20% were used for 426 

the validation of the algorithms, this means, they are the original data obtained from the 427 

process. 428 

 429 

Setting 2, 3 and 4: Original database plus white noise in Pwf descriptor. To confuse the 430 

algorithm and hinder its classification process, white noise of 10%, 20% and 30%, 431 

respectively, was added to the Pwf descriptor of the validation data, which corresponds to 432 

20% of the dataset. It is an important test because if this measurement fails (sensor fails), 433 

then the modeling and controlling of the system can have considerable negative effects. 434 

 435 

Setting 5, 6, and 7: Original database plus white noise in CHP and THP descriptors. In this 436 

case, white noise of 10%, 20% and 30%, respectively, was added to the CHP and THP 437 

descriptors of the validation data. It is an error that could occur due to the failure of the 438 

sensors measuring these variables, or possible effects of their disarrangement. As in the 439 

previous case, the validation samples correspond to 20% of the dataset. 440 

 441 

Setting 8, 9 and 10: Original database plus white noise in Pwf, CHP and THP descriptors. 442 

We consider these the worst scenarios, in which all the samples in the testing data have errors, 443 

which could considerably confuse and reduce the performance of the classifiers. White noise 444 

of 10%, 20% and 30%, respectively were added to the Pwf, CHP and THP descriptors. As in 445 

the previous cases, the validation data correspond to 20% of the dataset.  446 

 447 

The procedure for the validation of the algorithms in the oil process is presented in Figure 8. 448 

 449 



4 operating modes  of 
estimated production Qprod

80% training data
Without noise (original data)

20% validation data

training

Setting i Validation i

% Noise 
added

+

 450 

Figure 8. Experimental process in the Oil Context 451 

 452 

4.2 Diesel Engines 453 
 454 

4.2.1 Theoretical framework 455 

In this case study, we use a turbocharged, 4-cylinder, 2.5 L, pre-euro automotive diesel 456 

engine. It has 17 steady-state operating modes, defined by engine torque (Nm) and engine 457 

speed (rpm), as is shown in Figure 9. The operating modes were determined using a 458 

mathematical model of longitudinal dynamics and automotive simulation for the vehicle that 459 

carries this engine (Chevrolet D-max), following the FTP-75 driving cycle. To validate the 460 

performance of the algorithms, input variables such as the position of the accelerator, exhaust 461 

gas temperature, engine speed were measured. These variables were selected because they 462 

are easy to measure in any conventional vehicle, and they give a good indication of the 463 

functional state of the engine [16], [30]. 464 

 465 

Figure 9. Stationary operating modes 466 

To measure the torque of the diesel engine, a Shenck E90 eddy current dynamometer 467 

equipped with a U2A load cell was used. Engine speed was measured with a Heidenhain 468 



ROD426 TTL angular encoder with a resolution of 1024 pulses/rev. Fuel consumption was 469 

measured by gravimetric techniques using a Shimadzu electronic balance (0.01g). The 470 

exhaust gas temperature was measured with a type K thermocouple and the throttle opening 471 

percentage was obtained through the voltage reading provided by a linear potentiometer 472 

located on the pedal. The experimental context is shown in Figure 10. 473 
 474 

 475 

Figure 10. Experimental setup for the diesel engine (Image taken from [16]) 476 

 477 

4.2.2 Experimental setup 478 

Three hundred (300) instantaneous pieces of data were obtained at each engine operating 479 

mode by engine speed, temperature of the exhaust and pedal position of the accelerator, 480 

conforming a database of 5100 data points. This amount of data was enough to provide 481 

reliable information about the functional state of the engine, given that, according to [16], 482 

100 data per operating mode is enough to have satisfactory classification results. This 483 

database was normalized to values between 0 to 1. To perform the data classification tests, 4 484 

different settings were established as follows: 485 

 486 

Setting 1: Original and complete database. The algorithm was trained with 80% of the total 487 

data belonging to the 17 operating modes chosen randomly. The remaining 20% were utilized 488 

for the validation stage of the algorithm. 489 

 490 

Setting 2: Original database plus white noise. To confuse the algorithm and hinder its 491 

classification process, white noise was added to the descriptors of the validation data in the 492 

ranges specified in Table 1. The percentages of training and validation were 80% and 20%, 493 

respectively. 494 

 495 

 496 

 497 



Table 1. White noise levels added to the descriptors of the system 498 

Descriptor White noise levels 

Engine speed [rpm] ±20 rpm 

Exhaust gas temperature [°C] ±5 °C 

Accelerator pedal position [%] ±1 % 

 499 

Setting 3: Separate original database. Fourteen operating modes were chosen for the training 500 

phase, while the other three modes were utilized for the validation (see Figure 11). The 501 

training stage was carried out with 80% of the historical database of the fourteen operating 502 

modes. The remaining 20% of the data and the three operating modes not considered during 503 

the training phase were chosen for the validation (testing data). 504 

 505 

Setting 4: Separate original database plus white noise. Same as setting 3; however, this 506 

option includes the addition of white noise for each descriptor of the remaining 20% of the 507 

data of the fourteen operating modes in the validation data, according to Table 1. 508 

 509 

 510 
Figure 11. Usage of experimental data for setting 3 in diesel engine case study 511 

4.3 Driver State 512 
 513 

4.3.1 Theoretical framework 514 

An Advanced Driver-Assistance Systems (ADAS) aim to help the driver in the driving 515 

process. In the context of ADAS, the behavior of the driver is very important to analyze. The 516 

driving styles, driver emotions and driver states for ADAS have been studied in the literature 517 

[1], [4], [31]. One of the main factors for the identification of driving styles, driver emotions, 518 

and driver states is the characterization of the patterns with their respective descriptors. Based 519 

on the patterns, it is possible to select to define algorithms focused on recognition. So, the 520 

first step is to carry out an analysis of the definition of the patterns. In the works [1], [4] 521 

different kinds of descriptors have been defined to have a good characterization of the 522 

context, but especially, a hierarchical pattern that combines this set of characteristics. The 523 

Hierarchical pattern proposed in [1], [4] is made up of three levels, with descriptors that can 524 

be inferred in a real ADAS. 525 

 526 

In this paper, we studied the recognition problem of the driver states (second level). This 527 

level describes the states of the car driver, which can be: awake, concentrated, fatigued, 528 
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stressed, lethargic, impatient, pleasant, calm, bored, asleep, etc. [32], [33]. To identify the 529 

current status of the driver, the descriptors shown in Table 2 have been selected. 530 

 531 
Table 2. Descriptors of the pattern of the driver state  [1], [4] 532 

Descriptor Description 

Class of vehicle Describes the type of vehicle. For example a car, a SUV, a minivan, etc. 

Control Action on the vehicle Describes the current action of the driver of the car. For example, if the driver is braking, 

accelerating, etc. 

Emotion of the driver Defines the emotional state of the driver, and it is defined by the third level of our pattern 

Vehicle condition Defines the current conditions of the vehicle, for example, if it has a mechanical failure, an 

electrical failure, if it has a lack of fuel, among other things. 

Characteristics of the driver Defines the profile of age, or physical condition, of the driver. For example, if the driver is a 

teen, is an older adult, if the driver has physical limitations, etc. 

Driving experience Defines the experience, for example little, medium, or large experience. 

Driving hour Defines the current hour of the day 

The main objective is to recognize the driver state in order to be used by the ADAS. Because 533 

each descriptor can be obtained in a different way (vision, sound, etc.), The ADAS requires 534 

different types of sensors. [34]. This implies the use of a system of sound sensors, cameras, 535 

and devices that can process the information acquired quickly and efficiently. 536 

 537 

4.3.2 Experimental Setup 538 

The database consists of 145 instances, which have 7 descriptors corresponding to: Class of 539 

the vehicle, Control Action of the Vehicle, Driver’s Emotions, Vehicle Condition, 540 

Characteristics of the Driver, Driving Experience, and Driving Hour, with 3 classes 541 

corresponding to the Driver’s Mood. These states are the following [35]: 542 

 543 

 Class 1: Stressed 544 

 Class 2: Fatigue 545 

 Class 3: Relaxed 546 

This case study is an unbalanced dataset, which will allow observing the algorithm behavior 547 

in applications with these characteristics. The corresponding classes have the following 548 

number of instances: Class 1: 44 instances, Class 2: 2 instances and Class 3: 99 instances.  549 

As we have explained previously, data analytics tasks have been performed to avoid the 550 

existence of atypical data, and data that may have null values, to reduce the probability of 551 

errors in the classification tasks of the algorithms. 552 

As in the previous case, to carry out the classification tests, different settings were proposed, 553 

in which the classifiers had been trained with 80% of the data, and the different settings vary 554 

according to the percentage of noise added to one or more descriptors in the validation data, 555 

detailed as follows: 556 

 557 

Setting 1: Original database. The algorithm was trained with 80% of the total data belonging 558 

to the original data. The remaining 20% were used for the validation of the algorithms. 559 

Setting 2: Original database plus noise in Driver’s Emotions descriptor. To confuse the 560 

algorithm and hinder its classification process, the Driver’s Emotions descriptor was 561 

modified to incorporate noise into the validation or testing data set. It is an important test 562 



because if there are problems in this descriptor, then we need to determine the negative effects 563 

in the recognition process. 564 

Setting 3: Original database plus noise in Driver’s Emotions and Vehicle Condition 565 

descriptors. In this case, noise to the Driver’s Emotions and Vehicle Condition descriptors 566 

of the validation data was added. As in the previous case, the samples correspond to 20% of 567 

the dataset. 568 

5 Results and discussion 569 
As described above, the tests are carried out in case studies in which different modifications 570 

have been made. In order not to extend the paper significantly and cover the greatest number 571 

of possible cases that can be found in datasets from different applications, the following 572 

aspects have been considered: 573 

1. Tests were performed on the three datasets, which have data with homogeneously 574 

distributed system descriptors, as well as non-homogeneous data. 575 

2. Tests were carried out with the original data of each system and with modified data 576 

simulating the presence of noise in them. 577 

3. Classification tests were carried out with known data for the algorithms (during training 578 

stages) and also with new validation data (data that were not part of the training) in order to 579 

observe the behavior of the data inclusion at the pre-existing classes and the generation or 580 

creation of new classes using the NIC. 581 

4. Tests were performed omitting important descriptor data from the system (simulating 582 

sensor damage) and also with the original dataset. 583 

 584 

5.1 Selection of LAMDA, LAMDA-FAR and LAMDA-HAD parameters  585 
 586 

Figures 12 and 13 are examples that exhibit a general and illustrative behavior of how the 587 

geometric grouping in the data space would be used with binomial and Gaussian probability 588 

density functions.  589 

To estimate the MAD array, the fuzzy binomial function was selected in all algorithms 590 

(equation 2), because this type of function uses hyper-planes to carry out the clustering 591 

process, which allowed an adequate classification of the data in each evaluated system (see 592 

example showed in Figure 12). On the other hand, if the Gaussian function was used to 593 

determine the data clustering, and knowing previously that this function uses hyper-spheres 594 

as geometric space for the grouping criterion, some data would be left out of the proposed 595 

groups (see example showed in Figure 13a), a situation which would imply increasing the 596 

exigency parameter α (equation 6) of the algorithm and, consequently, the number of classes 597 

in each system (see example showed in Figure 13b).  598 



 599 
 600 

Figure 12. Division of the data space by hyper-planes using a fuzzy binomial function.  601 
 602 

 
a) b) 

Figure 13. Division of the data space by hyper-spheres using a fuzzy Gaussian function 603 
 604 

The original data sets in the different systems were tested, a classification of 100% of well-605 

classified individuals was obtained using the Product-Probabilistic sum fuzzy connector 606 

(equation 4), for this reason it was not necessary to explore other fuzzy connectors 607 

alternatives. The parameter of exigency level was constant all time and fixed in a value 𝛼 =608 

1, to compare the results of the original LAMDA algorithm in its maximum value, with the 609 

results achieved using the FAR and HAD algorithms versions. Table 3, shows the parameters 610 

used. 611 

 612 

 613 



Table 3. Parameters used for the classifiers 614 

Algorithms Fuzzy clustering method parameters 

 Method Exigency 
MAD 

Type 
Connector 

LAMDA 

LAMDA-FAR 

LAMDA-HAD 

Supervised α=1 
Binomial 

function 
Probabilistic sum 

 615 

5.2 AGL Well results 616 
 617 

In this case study, the results of the classification are shown for two extreme experiments, 618 

the first one, for setting 1, in which the original data (without noise) was tested, and the 619 

second one, represents the worst-case scenario, that is, setting 10, which has the highest level 620 

of noise in most of its descriptors. Figure 14, shows the classification performed by the 621 

algorithms LAMDA-FAR and LAMDA-HAD. 622 

 623 

LAMDA-FAR. Setting 1 LAMDA-HAD. Setting 1 

  
LAMDA-FAR. Setting 10 LAMDA-HAD. Setting 10 

  
Figure 14. Classification results for validation data using LAMDA-FAR and LAMDA HAD 624 

algorithms in the AGL wells case study 625 

Table 4, shows the results of the metrics used to compare the algorithms for each test or 626 

setting in the AGL wells case study. In this case study, in all scenarios LAMDA has the worst 627 



results, and among LAMDA-HAD and LAMDA-FAR in some cases, one is better than the 628 

other or vice versa. We could not define one overriding rule for determining when one 629 

algorithm is better than the other because in some scenarios, one is more precise than the 630 

other, even when considering different levels of noise. Overall, the differences are small, but 631 

when an algorithm is better, normally it is better in all the metrics. 632 

 633 
Table 4. Results of the metrics used to compare the algorithms in the AGL wells case study 634 

Setting Algorithm Accuracy Precision Recall F-Measure 

 LAMDA 0,9958 0,9916 0,9958 0,9937 

1 LAMDA-FAR 1,0000 1,0000 1,0000 1,0000 

 LAMDA-HAD 1,0000 1,0000 1,0000 1,0000 

 LAMDA 0,9916 0,9875 0,9916 0,9895 

2 LAMDA-FAR 0,9873 0,9749 0,9873 0,9810 

 LAMDA-HAD 0,9958 0,9959 0,9958 0,9958 

 LAMDA 0,9873 0,9791 0,9874 0,9832 

3 LAMDA-FAR 0,9873 0,9749 0,9873 0,9809 

 LAMDA-HAD 0,9958 0,9959 0,9958 0,9958 

 LAMDA 0,9747 0,9712 0,9747 0,9727 

4 LAMDA-FAR 0,9958 0,9916 0,9958 0,9936 

 LAMDA-HAD 0,9789 0,9797 0,9789 0,9790 

 LAMDA 1,0000 1,0000 1,0000 1,0000 

5 LAMDA-FAR 0,9915 0,9832 0,9915 0,9873 

 LAMDA-HAD 1,0000 1,0000 1,0000 1,0000 

 LAMDA 0,9789 0,9626 0,9790 0,9707 

6 LAMDA-FAR 0,9873 0,9749 0,9873 0,9810 

 LAMDA-HAD 0,9916 0,9916 0,9916 0,9916 

 LAMDA 0,9789 0,9666 0,9790 0,9727 

7 LAMDA-FAR 0,9915 0,9832 0,9915 0,9873 

 LAMDA-HAD 0,9873 0,9875 0,9874 0,9874 

 LAMDA 0,9831 0,9751 0,9832 0,9791 

8 LAMDA-FAR 0,9746 0,9504 0,9746 0,9620 

 LAMDA-HAD 0,9916 0,9919 0,9915 0,9916 

 LAMDA 0,9747 0,9584 0,9746 0,9662 

9 LAMDA-FAR 0,9831 0,9667 0,9831 0,9747 

 LAMDA-HAD 0,9873 0,9875 0,9874 0,9874 

 LAMDA 0,9409 0,9139 0,9410 0,9272 

10 LAMDA-FAR 0,9788 0,9585 0,9788 0,9682 

 LAMDA-HAD 0,9578 0,9509 0,9577 0,9537 

 635 

For Setting 1, corresponding to the LAMDA-FAR and LAMDA-HAD algorithms, the 636 

metrics presented in Table 4 show perfect performance, i.e., the algorithms properly 637 

classified all individuals.  Setting 4 corresponding to the addition of 30% white noise in the 638 

Pwf descriptor and shows that LAMDA-FAR is the most robust algorithm, decreasing its 639 

performance in terms of accuracy: 0.0042 and F-Measure: 0.0064, values that demonstrate a 640 

good tolerance when affecting that descriptor. Setting 7, which corresponds to the addition 641 

of 30% white noise in the CHP and THP descriptors, shows that LAMDA-FAR and 642 

LAMDA-HAD are tolerant of added noise, with decreases in terms of accuracy (LAMDA-643 

FAR: 0.0085 and LAMDA-HAD: 0.0127) and in terms of F-Measure (LAMDA-FAR: 644 

0.0127 and LAMDA-HAD: 0.0126), low values compared to the affectation suffered by two 645 

of the four descriptors. In setting 10, which corresponds to the addition of 30% white noise 646 

in the descriptors CHP, THP and Pwf, it shows that LAMDA-FAR is the method that has the 647 

best tolerance to added noise, with decreases in terms of accuracy: 0.0212 and F -Measure 648 

0.0318. That is, adding a large amount of noise to confuse the algorithms has obtained, in the 649 



worst case, an average decrease that does not exceed 2.89% considering the metrics in Table 650 

4, which demonstrates the great effectiveness of the LAMDA-FAR algorithm under these 651 

conditions. On the other hand, LAMDA-HAD in the worst case (setting 10) presents a 652 

decrease of 4.5% in terms of performance average, and LAMDA of 6.93% in this case study. 653 

 654 

5.3 Diesel Engine results 655 
 656 

Figure 15 shows classification results for validation data using LAMDA-FAR and LAMDA-657 

HAD algorithms. In this case study, the results of the classification are shown for two extreme 658 

experiments; the first one (setting 1) represents the original data (without noise) composed 659 

by 17 different operating modes, and the second one (setting 4) contains the three new 660 

operating modes (not considered during the training stage) and white noise applied to each 661 

descriptor. As it is shown, using both algorithms, all the functional states were successfully 662 

classified in its respective class (in setting 1) resulting in zero misclassified individuals. For 663 

setting 4, both algorithms have classification problems with some individuals. While 664 

LAMDA-FAR classifies those individuals, who do not fit their training parameters into the 665 

NIC class, LAMDA-HAD tries to assign them to the pre-existing classes. The 666 

misclassification detected are related to the noise levels incorporated into the data. 667 

 668 

Table 5, shows all the results of the metrics used to compare the algorithms for each test or 669 

setting in the diesel engine case study. In this case, while analyzing the benefits of the 670 

LAMDA family, especially in cases where the identification of new functional states is 671 

intended, the metrics obtained by two of the best classification algorithms that currently 672 

present better results in terms of performance, are shown. These are: Linear Discriminant 673 

Analysis (LDA) and Random Forest (RF).  674 

 675 

 676 

 677 

 678 

 679 
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Figure 15. Classification results for validation data using LAMDA-FAR and LAMDA HAD in the 680 
diesel engines case study 681 

Table 5. Results of the metrics used to compare the algorithms in the diesel engine case study 682 

Setting Algorithm Accuracy Precision Recall F_Measure 

1 

LAMDA 1,0000 1,0000 1,0000 1,0000 

LAMDA-FAR 1,0000 1,0000 1,0000 1,0000 

LAMDA-HAD 1,0000 1,0000 1,0000 1,0000 

LDA 1,0000 1,0000 1,0000 1,0000 

RF 1,0000 1,0000 1,0000 1,0000 

2 

LAMDA 0,7284 0,3623 0,7307 0,4816 

LAMDA-FAR 0,8243 0,3488 0,8205 0,4885 

LAMDA-HAD 0,9431 0,9621 0,9455 0,9419 

LDA 1,0000 1,0000 1,0000 1,0000 

RF 1,0000 1,0000 1,0000 1,0000 

3 

LAMDA 0,4828 0,7249 0,9333 0,7634 

LAMDA-FAR 1,0000 1,0000 1,0000 1,0000 

LAMDA-HAD 0,8264 0,9412 0,9776 0,9591 

LDA 0,4828 0,7651 0,9333 0,7881 

RF 0,4828 0,7664 0,9333 0,7901 

4 

LAMDA 0,4477 0,6722 0,8650 0,6843 

LAMDA-FAR 0,8953 0,9888 0,7969 0,8671 

LAMDA-HAD 0,7506 0,8606 0,9040 0,8351 

LDA 0,4828 0,7607 0,8933 0,7860 

RF 0,4736 0,7248 0,8936 0,7531 

Under Setting 1, all algorithms achieve a perfect classification rate. In Setting 2, noise 683 

decreases the performance of LAMDA-based algorithms. LDA and RF show perfect results, 684 

while LAMDA-HAD (in this case, the best of the LAMDA family) has a decrease of 5% in 685 

performance terms. In the last two settings, the contribution of LAMDA is fully appreciated, 686 

since it is evident that the improvements make a good classification and identify new 687 

functional states. Under setting 3, LAMDA-FAR performs a perfect classification and 688 

identification, followed by LAMDA-HAD. In setting 4 (in which noise has been added), a 689 

better performance of the LAMDA-based proposals can also be observed due to its new class 690 

identification feature, LAMDA-FAR has an average performance decrease of 11.3%, 691 

LAMDA-HAD: 16.2%, LDA: 26.9%, and RF: 28.9%. Again, the results of our algorithms 692 

are very varied. It is not possible to define when an algorithm is better that the other. For 693 

example, LAMDA-HAD showed good result in scenarios with noise, but LAMDA-FAR 694 

showed very good performance when discovering new classes.  695 



 696 

5.4 Driver State results 697 
 698 
Figure 16 shows classification results for validation data using LAMDA-FAR and LAMDA-699 

HAD algorithms in the driver state case study for settings 1 and 3. Table 6, shows the results 700 

of the metrics used to compare the algorithms for each test or setting in the driver state case 701 

study. As can be seen, due to the imbalance of classes, and to the noise levels incorporated 702 

into the descriptors, the metrics decrease immensely when all algorithms are compared. In 703 

general, LAMDA-HAD obtains the best results, and when the noise is not very important 704 

(setting 2) its results are very good. 705 

 706 
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LAMDA-FAR. Setting 3 LAMDA-HAD. Setting 3 

  
Figure 16. Classification results for validation data using LAMDA-FAR and LAMDA-HAD in the 707 

driver state case study 708 

Table 6. Results of the metrics used to compare the algorithms in the driver state case study 709 

Setting Algorithm Accuracy Precision Recall F_Measure 

 LAMDA 0,7931 0,5939 0,8250 0,6430 

1 LAMDA-FAR 0,7857 0,4986 0,5214 0,5097 

 LAMDA-HAD 0,9655 0,9841 0,9583 0,9696 

 LAMDA 0,7586 0,5639 0,7833 0,6051 

2 LAMDA-FAR 0,6071 0,4692 0,7238 0,5176 

 LAMDA-HAD 0,8621 0,9444 0,8333 0,8586 



 LAMDA 0,6207 0,3845 0,4000 0,3921 

3 LAMDA-FAR 0,5357 0,3403 0,3738 0,3441 

 LAMDA-HAD 0,8276 0,6000 0,5000 0,5185 

 710 
The results for Setting 1 in Table 6, show a fairly good classification in terms of performance 711 

metrics. For example, for LAMDA-HAD: 96.9%, LAMDA-FAR: 57.2% and LAMDA: 712 

71.4%. The performance decreases when adding noise in the Driver's Emotions descriptor, 713 

obtaining average performance values of LAMDA-HAD: 87.5%, LAMDA-FAR: 57.2% and 714 

LAMDA: 67.8%. Also, in setting 3, when adding noise in Driver's Emotions and Vehicle 715 

Condition descriptors, the obtained performance averages are LAMDA-HAD: 61.2%, 716 

LAMDA-FAR: 39.8% and LAMDA: 44.9%. The results show that the algorithms are quite 717 

sensitive to the addition of noise. Therefore, noise should be corrected in the descriptor 718 

engineering stage so that it does not affect the performance of the algorithms. 719 

 720 

5.5 Determination of the diagnostic profile of the improved LAMDA algorithms 721 
 722 

The ROC (Receiver Operating Characteristic) curves for the tested models are presented 723 

below for the different case studies, to analyze the sensitivity and specificity in the diagnostic 724 

tasks (see Figures 17, 18, 19). In general, methods with good sensitivity are required for 725 

diagnostic, since each state of the system requires a positive result for the diagnostic test, 726 

based on the class that corresponds to each functional state. Also, diagnostic methods with 727 

great specificity are necessary because it is interesting to see negative results when an 728 

operating state has not been considered in the classes considered for learning.  With ROC, it 729 

is possible to calculate the area under the curve, called AUC (Area Under Curve), which 730 

takes values between 0 and 1. The required value of the ROC is close to the coordinate (0, 731 

1), the which represents high sensitivity and specificity indicating that it is a diagnostic 732 

method of good quality. 733 

 734 

ROC curves shown in Figures 17, 18 and 19 have been drawn for each class in the two 735 

extreme settings of the different case studies, since these are multiclass problems. In the same 736 

way, in the Tables 7, 8 and 9 are shown the average value of the AUC metrics of the classes 737 

in all the settings of the case studies. Additionally, in Table 8 the results of the LAMDA 738 

family are compared with LDA and RF.  739 

 740 

Again, we have situations where LAMDA-HAD and LAMDA-FAR have a very similar 741 

behavior like in the AGL well case study, where LAMDA-HAD has better results. In this case 742 

study with a lot of noise exposure LAMDA-FAR shows the best classification results. In the 743 

diesel engine case study LAMDA-FAR has better results, and it can discover new classes, 744 

Finally, with unbalanced classes (driver state case study), LAMDA-HAD given very good 745 

results. In this case with noise, LAMDA-FAR has the worst results. As diagnostic methods, 746 

we obtain a similar behavior as in the previous subsections (5.2 to 5.4), where we have 747 

analyzed classification metrics. In contexts with noises, due for example to sensor problems, 748 

LAMDA-HAD given good results. Similarly, in the case where there are important imbalances 749 

in the data of the classes of the problem (see subsection 5.4). When it is necessary to discover 750 

new classes, even with the noise, LAMDA-FAR gives excellent results.   751 

 752 
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Figure 17. Comparison of sensitivity and specificity for AGL Wells 753 

Table 7. Results of the diagnostic metrics of the algorithms in the AGL wells case study 754 

Setting Algorithm Sensitivity Specificity AUC 

 LAMDA 0,9958 0,9944 0,9951 

1 LAMDA-FAR 1,0000 1,0000 1,0000 

 LAMDA-HAD 1,0000 1,0000 1,0000 

 LAMDA 0,9916 0,9930 0,9923 

2 LAMDA-FAR 0,9873 0,9833 0,9853 

 LAMDA-HAD 0,9958 0,9986 0,9972 

 LAMDA 0,9874 0,9875 0,9875 

3 LAMDA-FAR 0,9873 0,9833 0,9853 

 LAMDA-HAD 0,9958 0,9986 0,9972 

 LAMDA 0,9747 0,9874 0,9811 

4 LAMDA-FAR 0,9958 0,9944 0,9951 

 LAMDA-HAD 0,9789 0,9929 0,9859 

 LAMDA 1,0000 1,0000 1,0000 

5 LAMDA-FAR 0,9915 0,9888 0,9902 

 LAMDA-HAD 1,0000 1,0000 1,0000 

 LAMDA 0,9790 0,9766 0,9778 

6 LAMDA-FAR 0,9873 0,9833 0,9853 

 LAMDA-HAD 0,9916 0,9972 0,9944 

 LAMDA 0,9790 0,9806 0,9798 

7 LAMDA-FAR 0,9915 0,9888 0,9902 

 LAMDA-HAD 0,9874 0,9958 0,9916 

 LAMDA 0,9832 0,9861 0,9846 

8 LAMDA-FAR 0,9746 0,9672 0,9709 



 LAMDA-HAD 0,9915 0,9972 0,9944 

 LAMDA 0,9746 0,9752 0,9749 

9 LAMDA-FAR 0,9831 0,9779 0,9805 

 LAMDA-HAD 0,9874 0,9958 0,9916 

 LAMDA 0,9410 0,9526 0,9468 

10 LAMDA-FAR 0,9788 0,9725 0,9757 

 LAMDA-HAD 0,9577 0,9777 0,9677 

 755 

 756 
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 757 

Figure 18. Comparison of sensitivity and specificity for the Diesel engine case 758 

 759 

 760 



Table 8. Results of the diagnostic metrics of the algorithms in the diesel engine case study 761 

Setting Algorithm Sensitivity Specificity AUC 

1 

LAMDA 1,0000 1,0000 1,0000 

LAMDA-FAR 1,0000 1,0000 1,0000 

LAMDA-HAD 1,0000 1,0000 1,0000 

LDA 1,0000 1,0000 1,0000 

RF 1,0000 1,0000 1,0000 

2 

LAMDA 0,7307 0,8713 0,8010 

LAMDA-FAR 0,8205 0,8427 0,8316 

LAMDA-HAD 0,9431 0,9621 0,9455 

LDA 1,0000 1,0000 1,0000 

RF 1,0000 1,0000 1,0000 

3 

LAMDA 0,4828 0,7249 0,9333 

LAMDA-FAR 1,0000 1,0000 1,0000 

LAMDA-HAD 0,9776 0,9881 0,9829 

LDA 0,9333 0,9644 0,9488 

RF 0,9333 0,9643 0,9488 

4 

LAMDA 0,8650 0,9618 0,9134 

LAMDA-FAR 0,7969 0,9855 0,8912 

LAMDA-HAD 0,9040 0,9828 0,9434 

LDA 0,8933 0,9064 0,8998 

RF 0,8936 0,8927 0,8931 

 762 

The diagnostic measures show that the analyzed algorithms achieve very good results with 763 

the settings used for experimentation. It should be noted that when performing the analysis 764 

by class and averaging the values, the algorithms that have not been able to detect the new 765 

functional states show high results. These algorithms make a good classification with the 766 

trained classes (14 classes), although they are not good with the new classes (3 classes), that 767 

is, they are not identified. A real and more consistent analysis of the behavior and 768 

performance of the algorithms in this case study, with this metric, are those shown in Table 769 

8. At Setting 1, all algorithms perform well, and Settings 3 and 4 show the obvious benefits 770 

of using LAMDA-based algorithms. 771 
 772 
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 773 
Figure 19. Comparison of sensitivity and specificity of the Driver State case 774 

 775 
Table 9. Results of the diagnostic metrics of the algorithms in the driver state case study 776 

Setting Algorithm Sensitivity Specificity AUC 

 LAMDA 0,8250 0,7425 0,7838 

1 LAMDA-FAR 0,5214 0,7300 0,6257 

 LAMDA-HAD 0,9583 0,9630 0,9606 

 LAMDA 0,7833 0,7187 0,7510 

2 LAMDA-FAR 0,7238 0,6659 0,6948 

 LAMDA-HAD 0,8333 0,8519 0,8426 

 LAMDA 0,4000 0,6152 0,5076 

3 LAMDA-FAR 0,3738 0,6131 0,4935 

 LAMDA-HAD 0,5000 0,8148 0,6574 

 777 

6 Conclusions 778 
 779 

In this work, we have presented two of the latest improvements of the LAMDA algorithm 780 

regarding classification tasks, and we have compared them in different case studies. Each 781 

case study has a specific characteristic. In one case there are few well-balanced classes, but 782 

several levels of noise are introduced in almost all its descriptors; in the second one there are 783 

many classes and some of them must be discovered (they are not used to train the classifier), 784 

and in the other there is an important imbalance in the classes.  785 

 786 

Based on our classification and diagnostic metrics, we have determined behavior profiles for 787 

algorithms. LAMDA-HAD is better with unbalanced classes, while LAMDA-FAR is excellent 788 

for discovering new classes. Both algorithms work well under different levels of noise (which 789 

can represent faults in the sensors), an important factor in diagnostic tasks. 790 

 791 

Further research should be conducted that will allow us to determine the maximum 792 

acceptable noise level to diagnose, as well as the proportions of imbalance supported by each 793 

problem. For example, in the case study about the driver state, it seems that it is around 20% 794 

the noise level, but in other problems (e.g. the AGL wells), it seems that it is larger according 795 

to the results obtained (see table 4, Setting 10). 796 

 797 

 798 
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