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ABSTRACT
Spatio-temporal information is used for driving a plethora of intelligent transportation, smart-city and crowd-sensing applications. Data is now a valuable production factor and data marketplaces have appeared to help individuals and enterprises bring it to market and the ever-growing demand. Such marketplaces are able to combine data from different sources to meet the requirements of different applications. In this paper we study the problem of estimating the relative value of spatio-temporal datasets combined in marketplaces for predicting transportation demand and travel time in metropolitan areas. Using large datasets of taxi rides from Chicago, Porto and New York we show that simplistic but popular approaches for estimating the relative value of data, such as splitting it equally among the data sources, more complex ones based on volume or the “leave-one-out” heuristic, are inaccurate. Instead, more complex notions of value from economics and game-theory, such as the Shapley value, need to be employed if one wishes to capture the complex effects of mixing different datasets on the accuracy of forecasting algorithms. This does not seem to be a coincidental observation related to a particular use case but rather a general trend across different use cases with different objective functions.

1 INTRODUCTION
Data-driven decision making is bringing significant improvements to many sectors of the economy, including in several applications related to ubiquitous computing in the areas of transportation, mobility, and crowd-sensing. A solid body of research has studied matters of route optimization and city infrastructure planning [5, 14, 38], whereas companies are increasingly deploying and operating sophisticated systems for optimising their operations using live data. Such models and algorithms often require combining data from different sources and domains.

Data is by now considered a key production factor, comparable in importance to labour, capital, and infrastructure. Companies often need data from third parties, and for this they resort to data marketplaces. There are different types of marketplaces [8, 33, 34]. Personal Information Management Systems (aka PIMS, like Digi.me, Swash, or MeeGo) allow individuals to sell their personal data, including their location, whereas general-purpose (AWS) and domain-specific marketplaces for spatio-temporal data allow companies to sell data to other companies, either integrated in already-existing services (HERE, CARTO, ESRI), as real-time streams (Streamr, IOTA, GeoDB), directly downloading datasets, or allowing access to them.

In almost all commercial marketplaces, pricing is left to sellers and buyers to agree. Sellers may set a fixed price, or let buyers bid for data [23], or even do a combination of the two. Such empirical pricing operates with minimal information, namely a high-level description of the dataset, including the number of data points it contains. The research community has already proposed different approaches for estimating the relative value of data in marketplaces to deal with AI/ML tasks, and industry-led initiatives aim to design trustworthy data spaces to share data [9, 17]. In a nutshell, the marketplace is able to train a model [2, 13] or to run code [1, 29] from potential buyers on data provided by sellers. It also ensures that data is accessed according to the terms agreed by both parties, that no data is leaked or replicated, that the intellectual property of buyers is protected, and that transactions and data usage are tracked and accounted.

Contributions: Our work looks at this open problem for the case of spatio-temporal data. In particular, we study how to compute the relative value of different spatio-temporal datasets used in i) forecasting future demand for a service across space and time, and ii) forecasting the travel time between two points A and B in a metropolitan area. Companies already offering service in overlapping areas can, for example, pool together their data to increase the accuracy of forecasting and its coverage. Improved forecasting can be used by the same companies to improve operations, such as dispatching vehicles, providing consumers with better information,
or provisioning service points. It can also be sold to third parties often after bidding and bargaining to agree on the price. In the latter case, the relative value that we compute for each contributing source provides a fair way for buyers to select the most suitable data sources and for marketplaces to split revenue among them.

For the purpose of our work, we concentrate on vehicle-for-hire demand prediction in Chicago and New York, and car travel time forecasting in Porto. While our examples and findings are specific to these particular urban mobility use cases, the methods that we apply for assigning value to spatio-temporal data are more general in scope, and can thus be used in other use cases beyond transportation, such as tourism, health services, entertainment, energy or telecommunications. We answer questions such as “Does combining multiple datasets of past taxi rides always benefit the forecasting accuracy of future services?”. Also, when it does, “How should we attribute the improved forecasting precision to the individual datasets used to produce it?”.

To do so, we use the Shapley value [32] from collaborative game theory as a baseline metric for establishing the importance of each player (be they taxi companies or individual drivers) in the context of a coalition of data providers. The Shapley value has many salient fairness properties and wide market adoption, but at the same time entails serious combinatorial complexity challenges since its direct computation in a coalition of size $N$ requires enumerating and calculating the value of $O(2^N)$ sub-coalitions. This may be possible for a few tens of data providers, which is the case of companies in wholesale markets, but becomes impossible when considering hundreds or thousands of them in a retail data market setting.

Furthermore, we look at the trade-off between fairness and scalability/practicality by studying and comparing against simpler heuristics used to estimate the value of data, based on:

- data volume, in our case taxi rides, has been used in marketplaces trading marketing or user profiling data [23]. While certainly more practical, this assumes that every ride has equal value for predicting demand or travel time.
- leave-one-out (LOO). LOO has been used for “denoising” datasets, by omitting data points that reduce the accuracy of a ML algorithm [18]. Unlike the Shapley value, LOO is examining only a single sub-coalition per source.
- measures of the coverage and the amount of information carried by a dataset such as Shannon’s entropy [25].
- similarity metrics that compare inputs to the aggregate dataset of the whole coalition, often used in detection of outliers [19].

Findings: We first study the value of data fusion at the granularity of companies. Since the number of such companies covering the same geographical area is typically small, the relative value of their data can be computed directly from the definition of the Shapley value. This, however, becomes infeasible at the level of individual taxi drivers, since the latter may amount to several thousands for large metropolitan areas. To address this issue, we compare different approximation techniques, and conclude that an ad hoc version of structured sampling [15] performs much better than other approaches such as Monte Carlo [18] and random sampling.

By applying our model and valuation algorithms to taxi-ride data from Chicago, Porto and New York, we find that sufficiently large companies hold enough information to independently predict the overall demand, at city level, or in large districts, with over 96% accuracy. This effectively means that inter-company collaboration does not make much sense in such cases. On the contrary, companies have to combine their data in order to achieve a sufficient forecasting accuracy in smaller districts. We compute the relative value of different contributions in such cases by computing the Shapley value for each taxi company. We find that the values differ by several orders of magnitude, and that the importance of the data of a given company can vary as much as $\times10$ across districts. More interestingly, the Shapley value of a company’s dataset does not correlate with its volume, i.e., some companies that report relatively few rides have a larger impact on the forecasting accuracy than companies that report many more rides. The LOO heuristic also fails to approximate the per company value as given by Shapley.

Similar phenomena are observed at the finer level of individual drivers. We show that by combining data from relatively few drivers one can easily detect peak hours at city level. At district level, however, more data needs to be combined, and this requires making use of our fastest approximations of the Shapley value based on structured sampling. Moreover, using trajectory data from taxis in Porto, we observe again, this time for estimating the travel time within a city, that the value of information contributed by each driver may vary wildly, and that it cannot be approximated based on the volume of rides they report nor via the LOO heuristic.

Overall, using multiple datasets, different forecasting objectives, and at different granularities, our work shows that computing, even approximately, the Shapley value seems to be a “necessary evil” if one wants to split fairly the value of a combined spatio-temporal dataset. Simple heuristics based on volume and LOO fail to approximate the results produced via the Shapley value. Other heuristics tailored to each problem, such as the similarity to the aggregate when predicting demand, or spatio-temporal Shannon entropies when predicting travel time in a city, seem to be doing a better job at approximating Shapley.

## 2 METHODOLOGY

### 2.1 Definitions and problem statement

Let $N$ denote a set of data sources, each one contributing a dataset $S_n$, $n \in N$. A dataset is a set of spatio-temporal observations $(x, t)$ denoting the spatial $(x)$ and temporal $(t)$ coordinates over a common period and geographical area describing the trajectory of taxi rides.

Such dataset is then split into training and test sets for experimentation purposes. Throughout the paper, we train predictive algorithms $(M)$ on subsets of the complete training set (containing a part of the total number of data sources) and perform predictions on the test set. The accuracy of the trained model is gauged by similarity metrics that define the notion of value of a dataset $S_K$, where $K \subseteq N$, which we denote as $v(S_K)$. Thus, $v(S_K)$ represents the accuracy of the predictive model, according to the chosen metric, when training is performed on the data from all sources $k \in K$, and prediction is performed on the fixed test set, containing data from all sources. In a real setting, data buyers would provide the model, the accuracy metric and the test set, whereas the marketplace would help find a combination of suitable data from their sellers to improve the model accuracy.

Our objective is to find a value assignment method, $\mu(n_i)$, that captures the relative importance of the data originating from source
where we adapt its definition to our use case.

\( \mu(n_i) = f(S_{n_i}, \{S_j\}, M, v), j \in N - \{n_i\} \) \hspace{1cm} (1)

Knowing \( \mu(n_i) \) in advance is also useful for buyers to select the most suitable sources, i.e., those with higher \( \mu(n_i) \) for their task [7].

2.2 Spatio-temporal forecasting

Figure 1 shows a block diagram that describes the general prediction model used throughout the paper. The model constructs the aggregate input (or training) demand \( S_K \) from a set of sources \( K \subseteq N \). This input then drives a prediction model that produces a forecast \( S_K \) which is compared to the ground truth \( S_N \) using the similarity metric \( v \). In our definition, the notion of data value is directly linked to the test data \( S_N \) and the similarity metric \( v \) provided or selected by the buyer in order to compute the model accuracy. The model can easily accommodate any similarity measure as the value function. Throughout the paper, we will use cosine similarity and \( R^2 \) score as similarity metrics for predicting travel time and transportation demand, respectively. Moreover, we have validated the obtained outcomes against two other metrics (numerical similarity and Dynamic Time Warp), for which we have obtained agreeing results (\( R^2 \) of 0.92 for 5 different scenarios).

2.3 Introducing the Shapley value

Establishing individual player contributions to a collaborative game has long been a central problem of cooperative game theory. To this end, Shapley proposed that a player’s value should be proportional to their average marginal contribution to any coalition they may join [32]. Even though other notions of fairness have been proposed, such as the core [39], we focus on the Shapley value, since it is by far the most widely used by the research community. In what follows, we adapt its definition to our use case.

Let \( N \) be a set of sources and \( S_N \) be their aggregate data, with a value \( v(S_N) \). The Shapley value is a uniquely determined vector of the form \( (\phi(n_1), ..., \phi(n_N)) \), with \( n_1, ..., n_N \in N \), where

\[
\phi(n_i) = \sum_{K \subseteq N \setminus \{n_i\}} \frac{|K|!(|N| - |K| - 1)!}{|N|!} [v(S_K \cup S_{n_i}) - v(S_K)], \hspace{1cm} (2)
\]

and \( K \subseteq N \setminus \{n_i\} \) takes the value of all possible coalitions of sources, excluding \( n_i \). \( v(S_K \cup S_{n_i}) \) represents the value of the combined data from the \( K \) sources and source \( n_i \). We can use the Shapley values, according to Eq. 1, as a credit assignment method, where \( \mu(n_i) = \phi(n_i) \).

2.3.1 A toy example. Consider a group of taxi companies agreeing to pool together their spatio-temporal data, containing demand for taxi rides within a city. One method to determine the value of a company is to observe how well the company is able to reconstruct the total aggregate, that is, the data coming from all companies, by solely using its own. As such, the data of one single company, or a group thereof, is used to train a predictive model, and the reconstruction error, between the prediction and an actual ground truth, is measured. This error, or rather its opposite, the reconstruction accuracy, represents the value of that company or group.

Aggregation leads to a highly non-trivial behavior of the value function, which we illustrate with the toy example depicted in Fig. 2. A number of companies combine their data, to produce a spatio-temporal output or signal (continuous line), representing the total aggregate demand. For simplicity, the time scale is that of a single day, split into day-time and night-time, and also all signals are drawn as constant. Companies whose overall behavior is closer to the average may be able to predict the complete aggregate signal by themselves, without a need to form coalitions with other companies. As such, their value will be ranked high by our algorithm. In the example of Fig. 2(a), company \( C_1 \) is less valuable than \( C_2 \), as the signal of \( C_2 \) better emulates the total aggregate.

In the same setting, we also discuss the problem of complementarity, depicted in Fig. 2(b). Company \( C_1 \) is only offering its transport services during the night, while company \( C_2 \) is active solely during the day. Taken individually, the data of neither of these two is able to reconstruct the complete aggregate. However, they gain tremendous value as a coalition, since the resulting signal covers the entire time-span of the aggregate.

Data aggregation, however, does not always lead to an increase in value. A simple example is presented in Fig. 2(c), one company, \( C_1 \) provides data spanning the entire day (both day-time and night-time), and is also close to the total aggregate, while the other, \( C_2 \), only provides data during the night. The predictive accuracy of both datasets combined is lower than that of \( C_1 \), because the absence of reports for day from \( C_2 \) will make most estimators believe that the demand gap between day and night is smaller than the real one.

It is thus clear that, depending on the particular characteristics of different datasets, mixing data may or may not be beneficial.

2.3.2 Computing the Shapley value. Unfortunately, the Shapley value has also been proven to be NP-hard for many domains [10]. The research community has long been using different methods to approximate Shapley values [11, 20, 35]. Some authors have used Monte Carlo to approximate the Shapley value and provide insights into what data is more valuable in ML tasks [18].
In this paper we have tested truncated and non-truncated versions of Monte Carlo (MC), Random Sampling (RS), and Structured Sampling (SS) algorithms. Having evaluated the above approximation algorithms extensively (see details in appendix A) in terms of precision and robustness vs. computational time, we have selected an ad hoc tweaked version of the Truncated Structured Sampling (TSS) algorithm since it clearly outperformed the rest of them, and achieved the best trade-off on all the datasets we used for testing: it is able to approximate payoff distributions based on Shapley values with an error of less than 10%, which we consider sufficient for this purpose, in $O(|N|)$ to $O(|N|^2)$ computation time.

2.4 Simpler heuristics for value estimation

One might initially think that the value of the data coming from a provider $n_i$ is given by its volume. In fact, data marketplaces often establish the price of their datasets proportionally to their volume. Hence, we will also consider value distribution based on data volume, which results in the value assignment metric $\mu(n_i) = |S_{n_i}|$, where $|S_{n_i}|$ stands for the data volume of source $n_i$, or the number of data points originating from this particular source.

The Leave One Out (LOO) method, widely used in ML, considers that the value of a source $n_i$ is the difference in performance when the data corresponding to that particular source is removed from the training set. Hence, we define the LOO value of source $n_i$ as $\text{LOO}(n_i) = v(S_N) - v(S_{N - (n_i)})$, which can be computed in $O(|N|)$ time. In accordance with Eq. 1, the value assignment method in this case, is provided by $\mu(n_i) = \text{LOO}(n_i)$.

We also apply specific heuristics tailored to each use case. For predicting demand, we compute the similarity of an input $S_K$ to the aggregate input $S_N$ using the similarity metric $v$. This tests how close the shape of a each dataset is to the aggregate demand, and is often used in direct detection of time series outliers [19].

For predicting travel time, we apply Shannon’s concept of entropy to the histogram of values a dataset provides for relevant spatio temporal features of our model. We define the entropy of a feature $j$ of dataset $S_K$ as $H_j(S_K) = -\sum_{x \in X_j} p(x) \cdot \log(p(x))$. Entropy measures the amount of information or surprise in the values of feature $j$ of the dataset, and requires $X_j$ to be a discrete set of values. In particular, we calculate three temporal entropy values by discretizing timestamps to their month, weekday and hour, and a spatial entropy by clustering observations and grouping those that are close in space.

We will address the question of how appropriate these heuristics are for estimating the value of data in the next sections.

3 COMPUTING THE VALUE OF COMPANY DATA FOR PREDICTING DEMAND

We start with the case that different companies pool together their data to improve their demand forecasts, either for their own use, or to sell it to an external buyer. In both cases, it is relevant to know how important the contribution of each taxi company is.

3.1 Description of the setting and assumptions

For this purpose, we will focus on metropolitan vehicle-for-hire markets and we will assume that i) service demand observations will be taxi rides reported in a certain spatial coordinates at a certain time, and ii) data sources will be the databases of taxi companies that contain a log of such taxi rides. Our objective will be to forecast the aggregated demand in a control period $(T_c)$ taking as an input the demand reported in an observation period $(T_o)$. For that purpose, we use a multi-seasonal SARIMA algorithm with hourly, daily and weekly sub-components, trained with data over $T_o$, and producing a forecast $(S_K)$ over $T_c$ which is compared to the ground truth $S_N$.

Increasing the accuracy of such a prediction model is important both for operational needs (e.g., knowing where to dispatch drivers in anticipation of demand) and planning issues (e.g., deciding where to place taxi service points).

In order to compute results for a real scenario, we will make use of a public dataset of taxi rides from the city of Chicago, which is a log of taxi rides that licensed companies report to local regulatory bodies. We will filter data for the first nine months of 2019 for the analysis (some 11 million rides by 6,469 cars). We will consider the demand for the main 15 taxi companies in that city, plus an additional hypothetical 16th company, where we aggregate the information from the rest of companies, which account for less than 5% of the total demand.

We will start our analysis by first checking the cases that make collaboration between companies meaningful. For those cases, we will then compute a fair measure of the importance of each individual company based on the quality of the data it offers. We will look at those two matters at both city level, as well as independently for each of the 77 different administrative areas (hereinafter, districts) in which Chicago is divided.

3.2 Demand forecasting at city level

The demand prediction that each company is able to produce on its own yields, in general, an accuracy above 96% at city level as shown in Tab. 1. This means that all companies have enough data to independently predict the future demand with at most a 4% maximum error. Granted that all companies have sufficient data to perform demand prediction accurately on their own, the incentives for collaboration via pooling their data together are very small.

<table>
<thead>
<tr>
<th>Co</th>
<th>Accuracy</th>
<th>Co</th>
<th>Accuracy</th>
<th>Co</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>C0</td>
<td>0.9833</td>
<td>C5</td>
<td>0.9736</td>
<td>C11</td>
<td>0.9659</td>
</tr>
<tr>
<td>C9</td>
<td>0.9686</td>
<td>C6</td>
<td>0.9800</td>
<td>C12</td>
<td>0.9845</td>
</tr>
<tr>
<td>C1</td>
<td>0.9835</td>
<td>C7</td>
<td>0.9804</td>
<td>C13</td>
<td>0.9725</td>
</tr>
<tr>
<td>C2</td>
<td>0.9794</td>
<td>C8</td>
<td>0.9797</td>
<td>C14</td>
<td>0.9767</td>
</tr>
<tr>
<td>C3</td>
<td>0.9737</td>
<td>C9</td>
<td>0.9861</td>
<td>C15</td>
<td>0.9724</td>
</tr>
<tr>
<td>C4</td>
<td>0.9801</td>
<td>C10</td>
<td>0.9829</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3 Demand forecasting at district level

We carried out a similar analysis by isolating the rides of each of the 77 districts of Chicago. Estimating the future demand in this case becomes more challenging and, as we will show soon, often requires collaboration between different companies.

Figure 3 shows the relationship between the forecast accuracy and the number of rides reported within a district. Not surprisingly,

we see that the accuracy is higher in districts with a higher number of reported rides. Predictions at district level are more susceptible to irregular local events than city-wide predictions. For instance, despite being one of the districts with the highest number of reported rides, district number 7 (Lincoln Park), appears to be an outlier in terms of accuracy in Fig. 3. While analysing manually the dataset we found out that a large number of the reported rides were due to a one time event – a James Bay concert at the Riviera Theater, on March 19th. The resulting irregular spike that evening largely explains why the forecasting accuracy remains lower than other districts with smaller volume of demand but more regular patterns.

Another interesting case is district 33 (Near South Side), where the NFL Stadium, McCormick Place and different Museums and city attractions are located. Even though it is reporting a reasonably high number of rides (70k, ranked the fifth district in the city in terms of number of rides), the forecasting algorithm is unable to produce a prediction of high accuracy (goes up to 66% accuracy even with all the available information used). This is due to the event-driven nature of demand in this area, which is not captured by the assumed SARIMA algorithm.²

Out of the 77 districts, the forecasting algorithm is able to achieve an accuracy above 60% for 50 of them (those above the shaded region in Fig. 3). This means that even by aggregating all the information available, the particular forecasting algorithm would not be able to predict the future demand with sufficient accuracy for 27 districts.

In order to check whether our findings at city level still hold at district level, we execute the forecasting algorithm in each of these 50 districts for all 16 companies. Figure 4 depicts box-plots (over companies) of the forecasting accuracy improvement from collaboration (Y-axis) in each district (X-axis). Districts are sorted in descending order with respect to the total number of reported rides. We also include city-wide results at the leftmost point of the plot. We find that there is always at least one company that is able to build a forecast model on its own which is very close to the one built by using all the data available. It is not necessarily always the same company across all districts, neither always the biggest one. Smaller companies tend to benefit more from cooperation, which is also less likely to be beneficial in the most popular districts, meaning those that report a large number of rides. However, as we move to smaller districts, the benefits of collaboration start increasing. It is at such areas where it makes sense for different taxi companies to pool their data together to achieve a more accurate forecast.

Focusing on the districts where collaboration makes most sense, we will now compute the relative importance of the data that each company brings, via the notion of the Shapley value.

### 3.4 Computing the value of information at district level

For the 26 districts marked with an asterisk in Fig. 4, taxi companies would benefit from an increase in forecasting accuracy by combining their data. For each one of them we have computed the Shapley value of the 16 companies using the Shapley formula from Eq. 2. To do that we used cosine similarity as the value function, a test dataset obtained by combining the taxi ride data of all companies active in each district, and the output of the SARIMA model, once trained on the taxi ride data from a particular coalition, as the prediction.

Table 2 summarizes the Shapley value, the LOO value and the percentage of rides reported by each company in the first 3 districts. Figure 5 shows the relationship between the number of rides and the Shapley value for our forecast at district level, which represents the average marginal contribution of its data to the obtained forecast accuracy for that district. Each point in the plot represents a company in one of the 26 districts.

Observing Tab. 2 one may see that different taxi companies can have Shapley values that differ by several orders of magnitude within the same district. Also, the Shapley value of a given company may vary from district to district by a factor of more than x10 in some cases (see, for instance, companies 1 and 13). Some companies have negative Shapley values in certain districts, meaning they bring on average a negative contribution (i.e., they reduce the forecast accuracy) to the coalitions they join.

From Fig. 5 we see that the Shapley values of companies do not correlate well with their number of rides. In fact, the Shapley value for small companies tends to be higher than their corresponding percentage of rides, whereas it is the opposite for large companies. In other words, if we approximated the importance of companies just by the volume of data (rides) they contribute, we would be rewarding large companies, at the expense of smaller ones.

### Table 2: Shapley value, LOO and n° rides (Rd%) for three districts.

<table>
<thead>
<tr>
<th>District</th>
<th>Co</th>
<th>SV</th>
<th>LOO</th>
<th>Rd (%)</th>
<th>SV</th>
<th>LOO</th>
<th>Rd (%)</th>
<th>SV</th>
<th>LOO</th>
<th>Rd (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.2</td>
<td>0.5</td>
<td>2.5</td>
<td>14.0</td>
<td>0.6</td>
<td>8.3</td>
<td>2.0</td>
<td>0.0</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.8</td>
<td>-0.1</td>
<td>0.8</td>
<td>0.0</td>
<td>-0.1</td>
<td>0.5</td>
<td>1.5</td>
<td>0.0</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>0.0</td>
<td>0.3</td>
<td>0.2</td>
<td>0.0</td>
<td>0.5</td>
<td>0.3</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.3</td>
<td>-0.1</td>
<td>0.9</td>
<td>0.4</td>
<td>0.0</td>
<td>0.5</td>
<td>0.7</td>
<td>0.0</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16.4</td>
<td>-1.2</td>
<td>37.9</td>
<td>28.0</td>
<td>8.7</td>
<td>56.2</td>
<td>24.1</td>
<td>3.3</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.1</td>
<td>-0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.1</td>
<td>-0.1</td>
<td>0.8</td>
<td>0.3</td>
<td>0.4</td>
<td>1.4</td>
<td>1.5</td>
<td>0.2</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.3</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.6</td>
<td>0.1</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.3</td>
<td>0.4</td>
<td>1.4</td>
<td>0.2</td>
<td>-0.2</td>
<td>0.8</td>
<td>0.9</td>
<td>0.1</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.6</td>
<td>0.0</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.5</td>
<td>1.4</td>
<td>0.0</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4.4</td>
<td>0.4</td>
<td>1.9</td>
<td>0.4</td>
<td>0.1</td>
<td>0.9</td>
<td>2.4</td>
<td>0.1</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>17.9</td>
<td>0.8</td>
<td>18.1</td>
<td>0.3</td>
<td>0.2</td>
<td>1.3</td>
<td>4.3</td>
<td>0.0</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>16.7</td>
<td>-0.9</td>
<td>34.0</td>
<td>17.2</td>
<td>0.0</td>
<td>27.6</td>
<td>26.4</td>
<td>1.9</td>
<td>50.4</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>-0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.0</td>
<td>0.3</td>
<td>0.4</td>
<td>0.0</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.2</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.8</td>
<td>2.4</td>
<td>0.1</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

²Areas like this may be amenable to a better prediction accuracy by more complex forecasting algorithms using contextual information but this goes outside the scope of this paper since our focusing is on judging the importance of different datasets for a (reasonable) predictor as opposed to designing the best predictor possible.
3.5 Summary

Predicting demand at city level does not require collaboration between different taxi companies since each one can independently estimate city-wide demand. However, when attempting to estimate demand at district level, different companies need to combine their data if they are to achieve a high prediction accuracy. In these cases, neither the data volume a company is providing nor its LOO value reflect accurately its contribution to achieving a better forecast of future demand as given by its corresponding Shapley value.

4 COMPUTING THE VALUE OF INDIVIDUALS DATA FOR PREDICTING DEMAND

In the previous section we applied methods for estimating the value of aggregate data held by taxi companies. In this section we will go a step further, and apply approximations to Shapley value for estimating the value of data held by individual drivers. Recently, some “retail” data marketplaces have appeared that allow individuals or individual IoT sensors to sell their data [8]. These will face additional challenges in terms of scalability to compute the Shapley value over hundreds or thousands of taxi drivers.

4.1 City-wide results

We have computed a TSS Shapley value approximation for a set of $|N| = 4968$ taxi drivers that provided service in Chicago during March and April 2019. In this way we computed the contribution of each driver’s data to the forecasting accuracy achieved by the model in predicting the demand in the second half of April using taxi rides from the previous six weeks for training.

In the same way that we proceeded in the wholesale use case, we compared the Shapley value with the number of rides reported by each driver. Figure 6 shows a plot of these two metrics across all drivers. We see that there is no clear relationship between them ($R^2 = 0.1774$), and there seems to be other factors affecting Shapley value. For example, the value of a tuple $S$ of drivers ($v(S)$) seems to be more correlated to the similarity of the input signal to the average ($R^2 = 0.6736$) than to the number of rides that drivers in $S$ are reporting, as suggested by our toy model in Sect. 2. Another interesting finding is that it takes a very small number of drivers to estimate the city-wide aggregate demand. With 7 randomly selected drivers, on average, we can reconstruct the shape of the demand at city level with a 95% accuracy.

4.2 Results at district level

As we just saw, it is possible to build accurate demand forecasts at city level using only a very small number of drivers. We will check whether this also holds for demand forecasts at the district level.
For that purpose, we will first quantify the number of necessary drivers, and then proceed to compute the relative value of each driver’s data. Figure 7a shows the probability that using a number of drivers indicated in the X-axis one can achieve a prediction accuracy at least 95% of that achieved when using information from all the drivers. Different lines correspond to districts with high (28), medium (6 and 56) and small (11) demand for taxi rides.

The conclusions from NYC are similar to the ones we drew in detail for Chicago. Figure 8a shows a box-plot (over companies) of the prediction accuracy improvement (Y-axis) by district (X-axis) in the case of NYC. More than 75% of taxi companies are able to predict demand with an accuracy of above 0.9 in 219 districts. Cooperation can improve by at least 10% the accuracy of individual forecasting for more than 50% of the companies in 20 of the smallest districts. There are 4 districts with very few rides in which the forecasting algorithm cannot achieve a high accuracy even combining the data from all companies. In the districts where cooperation between companies made sense, the number of rides reported by each company is again weakly correlated with its Shapley values ($R^2$ ranging from 17% to 40%, 27% on average, see Fig. 8b), and the same holds for the LOO value. In conclusion, repeating the analysis for a second large dataset verified all our main conclusions obtained from the analysis based on the Chicago dataset.

5 COMPUTING THE VALUE OF DATA IN PREDICTING TRAVEL TIME IN PORTO

As a third and completely different use case, we measured the relative value of the information provided by ubiquitous sensors placed in cars for predicting the travel time between two points of a city. For that purpose, we used a dataset\(^1\) that provides the routes of 448 taxis within the city of Porto from Jul’13 to Jun’14, and a Random Forest regressor model aimed at predicting how long it takes to get to a destination from any other point in the city. We trained this model with the UTM coordinates of the start and end points, the time of the year (month, weekday, hour), the type of day (i.e., workday, holidays or day before holidays) and the travel distance. Finally, we ran two experiments to predict travel time to the airport and to São Bento train station as key points of interest.

A first analysis reveals substantial differences in the amount of data from the same set are represented with the same marker. As observed earlier at city level, the real value of a driver may be very different from that predicted by its number of rides.

6 COMPUTING THE VALUE OF DATA IN PREDICTING DEMAND IN NYC

We have repeated the analysis using a dataset of taxi rides in New York City from April to May 2019.\(^2\) The dataset includes more than 65 million rides from 33 companies in 261 districts.

The dataset includes more than 65 million rides from 33 companies in 261 districts.
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point of interest (Y-Axis). Not only do vehicles provide different volume of information, but they also exhibit different behavior. For example, the one reporting the largest number of rides, hence more to the right, turns out to be reporting only a few rides to the airport and the train station. On the contrary, some drivers that appear well above the dotted line travel much more frequently to the airport than the average.

We randomly split input data between train (80%) and test (20%) set \( S_{\text{test}} \). Using all the information available in the training set, the models provide reasonable results (an average \( R^2 \) score above 0.8 for both destinations). We calculate the value that data of each individual vehicle is bringing to the prediction model by comparing its predictions to the real travel time in the test set using the \( R^2 \) score as the output evaluation metric \( v \).

Even though PIMS usually reward data of individuals equitatively, our experiments show that each taxi brings very different value to the model. Whereas the Shapley value of some vehicles is close to twice the average, others account for a negligible or even negative contribution. Some of them are valuable for predicting the travel time to the airport, but not so valuable for predicting the travel time to the São Bento train station.

It is also quite common to set the price of data based on its volume \([8, 27]\), assuming that the more points reported, the more valuable a piece of data would be to the model. However, as the correlation plot in Fig. 10a shows, this is not exactly the case. The Pearson correlation (R) of Shapley values for predicting travel time with the number of rides reported is 0.56 and 0.39 respectively. Such results evidence that the more rides a driver reports the more likely it is that its data will improve the accuracy of the model. However, two individuals reporting the same number of rides may bring a very different value to the model, which supports the hypotheses that other complex dependencies and factors must be considered in this calculation.

We also considered the the spatio-temporal diversity of data and its relationship to data value. We want to check whether wider time span and the more dispersion across space lead to higher value for forecasting. We have measured this diversity through the concept of information entropy. It turns out that the entropy rates of spatial and temporal features show significant correlation with Shapley values (R ranging from 0.45 to 0.69), as Figs. 10(b-f) show. Therefore the higher the entropy of information of an individual taxi, the more diverse in terms of time and space, and hence the more valuable for the prediction algorithm it will be. On the contrary, taxis failing to provide data for specific days of the week, those that only report rides at certain hours or in specific areas, or those that stopped their activity for several months apparently mislead the prediction algorithm and, hence, are less valuable. This result points to another potential approach for approximating the value of data without having to compute the Shapley value, but instead relying on the above mentioned diversity feature.

Finally, as Fig. 11 shows, LOO values are small (\(|\text{LOO}| < 0.01\)) and uncorrelated with the Shapley value or with the number of rides. As a result, any reward attribution or ranking of data sources based on LOO would be close to random.

7 RELATED WORK

The use of spatio-temporal data in transportation and smart city applications has attracted much attention from the research community. Different works look at how knowledge extraction from spatio-temporal data can significantly improve the effectiveness of transportation \([38]\), mobility prediction \([5]\), or last mile delivery \([14]\), among others.

Some authors have also studied the intrinsic value of spatio-temporal information, and calculate it as the reduction of the uncertainty about the position of an individual \([25]\). Similar to ours, other works have dealt with the extrinsic value of spatio-temporal data for a specific problem in a specific context \([3, 4]\), while others
have introduced the notion of privacy in pricing spatio-temporal data [24]. These valuable works differ from ours in 1) they adapt different notions of value instead of using the more generic Shapley value used in our work, 2) they look at different applications domains (e.g., location-based marketing, heavy traffic prediction) than the ones we study, and 3) they deal with different problems, such as identifying the best moment for bidding or acquiring a new data point, but they do not address the one of rewarding data sources contributing to a single dataset based on their value.

The idea of providing micropayments to users for their personal data has received a lot of public attention [21, 28]. Finding scalable and fair ways to compute value-based contributions to a ML problem is key in calculating the contribution of individuals to the data economy will require to find fair scalable ways to do it. More recent work describes fundamental technological challenges that need to be addressed for the above vision to be fulfilled [22].

Previous works have already used the Shapley value to measure the utility of training data for different other ML problems [18, 30]. Another body of related work has to do with computational aspects of the Shapley value across different application domains. Several works have looked at computational aspects of Shapley value and have developed efficient exact and approximation algorithms for particular types of problems such as image classification, graph centrality, and others [11, 18, 20, 35, 40]. Recent works propose using appraisal functions adapted to the current model, and introduce multi-party computation to evaluate and select private training ing appraisal functions adapted to the current model, and introduce multi-party computation to evaluate and select private training functions combining volume and entropy able to approximate those between data volume and its Shannon information entropy with the value of spatio-temporal data. Were Shapley values based on simple heuristics based on data volume or leave-one-out methods, but instead one needs to look deeper and consider the complex ways in which different datasets complement one another, which is what the Shapley value does. This applies when combining data from entire companies, but as well for data from individual drivers.

However, the Shapley value has inherent scalability issues and, even using efficient approximation algorithms, requires a \( O(N^2) \) computation time which is still insufficient for thousands of taxis or complex prediction models. We have also noticed the correlation between data volume and its Shannon information entropy with the value of spatio-temporal data. Were Shapley values based on functions combining volume and entropy able to approximate those based on repetitively training a complex ML model, they would arguably be much more efficient in terms of computing time.

In this work we have looked at the problem of how to compute the relative importance of different spatio-temporal datasets that are combined in order to improve the accuracy of demand and travel time forecasting for taxi rides in large metropolitan areas such as Chicago, Porto and New York. Our main result has been that the importance of each dataset differs and cannot be deduced via even using efficient approximation algorithms, requires a \( O(N^2) \) computation time which is still insufficient for thousands of taxis or complex prediction models. We have also noticed the correlation between data volume and its Shannon information entropy with the value of spatio-temporal data. Were Shapley values based on functions combining volume and entropy able to approximate those based on repetitively training a complex ML model, they would arguably be much more efficient in terms of computing time.

We have addressed our main question of whether simple or more complex methods need to be used in order to split the value of a dataset in a fair manner in a "full information" setting, i.e., assuming that we can test the forecasting potential of each individual dataset or coalition of datasets. Designing a fully functioning marketplace that implements our ideas is a much bigger problem that we are currently working on. Several additional challenges remain to achieve this. For example:

- Data buyers need to have a way to estimate the value of a coalition of datasets - either for their ML algorithm or for a given data valuation function - without, however, having access to raw data that they have not purchased yet. This

### 8 Conclusion and Future Work

In this work we have looked at the problem of how to compute the relative importance of different spatio-temporal datasets that are combined in order to improve the accuracy of demand and travel time forecasting for taxi rides in large metropolitan areas such as Chicago, Porto and New York. Our main result has been that the importance of each dataset differs and cannot be deduced via simple heuristics based on data volume or leave-one-out methods, but instead one needs to look deeper and consider the complex ways in which different datasets complement one another, which is what the Shapley value does. This applies when combining data from entire companies, but as well for data from individual drivers.
can be done in different ways, including having the marketplace execute the training locally and communicating to data buyers the achieved accuracy, or using secure multi-party computation [37].

- Data buyers also need to be protected against strategic data sellers that may modify their datasets artificially, or just sell replicas of the same data, in order to receive higher rewards. Once a bid has been accepted, splitting it in proportion to the different Shapley values is a reasonable and fair approach but need not be the only one. To attract new sellers, and to retain existing ones, a marketplace may choose to pay a minimum amount to some sources, regardless their Shapley values. Other considerations may also prompt it to partially deviate from splitting according to Shapley value.

- Partial information models, in which not even the marketplace has full information on each and every dataset, can also be considered. Last, we are working at applying or developing practical methods to compute the value of data for other tasks related to spatio-temporal data, such as predicting congestion or forecasting optimal routes, and for tasks related to other types of data. This includes optimizing Shapley approximation algorithms, measuring Shapley for simplified models or, leveraging the results we obtained in this paper, designing ad hoc valuation heuristics based on the most important features to identify suitable data for improving the performance of a model.
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We measured the performance of the algorithms in terms of:
- **Accuracy**, through the average average percentage error (AAPE) compared to the real Shapley values.
- **Robustness**, measured as the average average standard deviation (hereinafter, AASTD) of their outputs.
- **Complexity**, measured in terms of the actual number of training-prediction cycles computed in each case. For example, a complexity of 2 means that the algorithm required $O(|N|^2)$ such cycles.

Figure 12 shows a comparison of MC, RS and SS in terms of accuracy and robustness for different levels of complexity (X-axis). We introduce complexity by reducing the maximum variation of Shapley values for the MC model to converge, and by increasing the number of permutations evaluated in RS and SS approximations. In general, the more combinations evaluated, the more accurate and, especially, the more robust the approximations are. As shown in the figure, SS clearly outperforms both RS and MC, and delivers more consistent outputs across executions, which are also much closer to the exact Shapley values. This is thanks to the planning of the sample permutations, which helps in reducing the randomness of the sample, and hence increases the accuracy of the approximation.

Figure 13 shows the effect of truncation on the accuracy for the three algorithms. According to our results, SS is slightly more sensitive to truncation, but it always outperforms the other algorithms. Moreover, it is possible to easily control the trade-off between accuracy and execution time by tuning $r$ and the truncation threshold. We chose to use a truncation threshold of $0.95 \cdot \sigma(S_N)$ since it divides the execution time by 4, while maintaining the AAPE below 5%.

To select $r$, we tested the TSS algorithm for increasingly complex ($r = 1, 2, 4, 8, 16$) approximations. Figure 14 shows the AAPE for the different test tuples of drivers and companies in both scenarios. Overall, we observe that for $r = 2$ and a complexity between $O(|N|)$ to $O(|N|^2)$ the AAPE is 5.2% on average and below 15% in all the cases, which we consider reasonable for distributing payoffs.