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Abstract—Mobile communications providers often monitor key performance indicators (KPIs) with the goal of identifying anomalous operation scenarios that can affect the quality of Internet-based services. In this regard, anomaly detection and classification in mobile networks has become a challenging task due to the unknown distributions exhibited by the collected data and the lack of interpretability of the embedded (machine learning) models. This paper proposes an unsupervised end-to-end methodology based on both a data cleaning strategy and explainable machine learning models to detect and classify performance anomalies in mobile networks. The proposed approach, dubbed clean and explainable anomaly detection and classification (KLNX), aims at identifying attributes and operation scenarios that could induce anomalous KPI values without resorting to parameter tuning. Unlike previous methodologies, the proposed method includes a data cleaning stage that extracts and removes experiments and attributes considered outliers in order to train the anomaly detection engine with the cleanest possible dataset. Additionally, machine learning models provide interpretable information about features and boundaries describing both the normal network behavior and the anomalous scenarios. To evaluate the performance of the proposed method, a testbed generating synthetic data is developed using a known TCP throughput model. Finally, the methodology is assessed on a real data set captured by operational tests in commercial networks.
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I. INTRODUCTION

Mobile communication systems have shown a remarkable evolution over the last two decades. In this sense, the fifth-generation (5G) technologies have played a significant role in wireless network access ensuring high-speed connectivity for an increasing number of heterogeneous devices [1]. In order to provide reliable network services, mobile communication operators continuously collect information about the system’s performance. More precisely, the collected data is evaluated to detect operation instances that could unveil the misfunctioning of different network components. Therefore, a technique that identifies the problematic operation instances and detects the network aspects that could induce performance anomalies is required.

In the context of communications networks, anomalies are categorized into two groups: (i) performance anomalies and (ii) security anomalies [2], [3]. In this regard, performance anomalies typically induce network efficiency loss, e.g., large-time file downloads or low-quality connections. On the other hand, security anomalies are related to malicious intrusions aiming at affecting partially or totally the network system. In this work, we focus on detecting and classifying performance anomalies. Existing approaches leverage machine learning with supervised (cf., [4]) and unsupervised mechanisms (cf., [5]), and they are often designed ad-hoc for specific problems and require fine-tuning of hyper-parameters. More importantly, they do not hint at what caused the detected anomaly.

In this paper, we propose an automated methodology to detect and classify performance anomalies in mobile networks. The proposed methodology—referred to as “clean and explainable” anomaly detection and classification (KLNX)—is an unsupervised technique that identifies both network performance indicators (attributes) and operation scenarios (experiments) that could induce anomalies. Specifically, KLNX incorporates a data cleaning stage that discards outliers in the attributes and the target KPI to optimize the anomaly detection engine with the knowledge describing the network’s normal behavior. Furthermore, this framework includes two interpretable learning models that identify attributes and thresholds explaining both the network’s normal behavior and the performance anomaly classification. Hence, KLNX focuses on detecting and classifying operative anomalies. Additional contributions of this paper are summarized as follows:

1) We develop a data preprocessing module that extracts attributes and samples to fit the anomaly detection engine. This approach also introduces a feature selection method based on a model-based clustering technique.
2) The methodology includes a 1D model-based clustering that automatically identifies attributes and experiments that could cause performance anomalies.
3) We build a testbed that generates synthetic datasets to evaluate the performance of the proposed methodology.

The methodology is evaluated using both real measurement and synthetic data. In particular, the real network data were collected by Nokia for auditing purposes in multiple European countries. This dataset comprises hundreds of features and a limited number of samples, challenging the modeling of the machine learning models. On the other hand, KLNX is tested using a synthetic dataset containing an attribute with a known rate of outliers. It is worth noting that the synthetic dataset contains thousands of experiments but a restricted number of attributes.

A. Notation used in the paper

We use bold fonts for vectors and matrices, in lowercase and uppercase, respectively, e.g. \( \mathbf{a} \) and \( \mathbf{A} \). The \( i \)-th component of the vector \( \mathbf{a} \) is denoted as \( a(i) \) and \( \mathbf{A}(i,j) \) represents the entry of \( \mathbf{A} \) at the location \( (i,j) \). Furthermore, the \( i \)-th row and the \( j \)-th column of the matrix \( \mathbf{A} \) are denoted as \( \mathbf{A}(i,:) \) and \( \mathbf{A}(:,j) \), respectively. Additionally, consider \( \mathbf{A} \) a matrix with dimensions \( m \times n \), and subset \( \mathcal{M} \subseteq \{1, \ldots, m\} \) of row indices and subset \( \mathcal{N} \subseteq \{1, \ldots, n\} \) of column
indices, then \( A(M,:) \) and \( A(:,N) \) are submatrices of \( A \) containing the rows included in \( M \) and the columns included in \( N \), respectively. We use \( F_V \) to indicate the cumulative distribution function of the random variable \( V \), and refer to the lower quartile, the upper quartile, and the interquartile range of the observation entries included in vector \( a \) by means of \( Q_1(a) \), \( Q_3(a) \), \( \text{IQR}(a) \), respectively. Table I shows a summary of notations used in this paper.

### B. Paper organization

The paper is organized as follows. Section II describes the data preprocessing stage and Section III illustrates the anomaly detection process. Then, Section IV details the procedure to classify network performance anomalies. Section V introduces the modeling to generate the synthetic datasets and Section VI displays the results obtained by the proposed methodology on synthetic data and real measurements. We discuss the related work in Section VII and give concluding remarks in Section VIII.

### II. KLNX AND KNOWLEDGE MODELING

KLNX is a three-phase unsupervised ML methodology for network performance anomaly detection and classification. In this section, we present the modeling of the anomaly detection engine of KLNX, which is the first phase of the proposed methodology. The next sections will present the second phase, i.e., the anomaly identification, and the third phase, i.e., anomaly classification. The rationale behind the design of three phases is that, before being able to identify and classify anomalies, we need to generate a clean model for the regularities of the dataset under analysis.

KLNX firstly loads a database of performance indicators (attributes or features) collected in operation scenarios (experiments). The target KPI samples are also included in the loaded data. Then, a preprocessing procedure is applied to the loaded data with the goal of obtaining the cleanest dataset to train an anomaly detection engine, also referred to as the knowledge tree, such that the correctly classified samples describe the normal network behavior. Fig. 1 illustrates the flowchart of the KLNX methodology. As can be seen, this phase is divided into three subphases: (i) data preprocessing, (ii) training set preparation, and (iii) knowledge model training.

#### A. Data preprocessing subphase

As can be observed in Fig. 1, this subphase is subdivided into three steps: detection and removal of attributes with null cells, identification and removal of attributes with low variability, and removal of attributes with a large number of outliers. Hence, the subphase applies firstly a procedure to remove features containing a large number of missing values. Secondly, it discards attributes whose samples exhibit low variability. We assume that low-variability attributes do not provide the information required to improve the performance of the knowledge tree. Finally, this subphase removes features with a large number of outliers or gross errors.

1) **Missing value detection and removing:** This module discards those attributes with a large number of null cells. In this regard, let \( D \) be a matrix with dimensions \( n_0 \times n_0 \) that contains the information extracted from the loaded dataset, where \( n_0 \) is the number of experiments and \( n_0 \) is the number of attributes. Notice that the target KPI is not included in \( D \). This step firstly removes rows of \( D \) to obtain an auxiliary matrix \( D' \), which will later be used to remove attributes. To do so, it determines the number of missing values or null cells (for example, \( \text{NaN} \) in numeric arrays) at each row of \( D \) as follows

\[
d(i) = \sum_{j=1}^{n_0} \text{isnull}(D(i,j)) \quad \text{for } i = 1, \ldots, m_0,\]

where \( d \) is an \( m_0 \)-dimensional vector whose \( i \)-th element contains the number of null cells at the \( i \)-th row of \( D \), and \( \text{isnull}() \) is a nonlinear function that detects null cells. Subsequently, this step extracts from \( d \) the row indices \( M_1 \subset \{1, \ldots, m_0\} \) whose number of missing values are lower than a threshold defined by median \( d \) + 3MAD \( d \) [6], with median \( d \) as the sample median of the components included in \( d \), and MAD \( d \) representing the median of the absolute deviations defined as

\[
\text{MAD}(d) = \rho(d) \left( \text{median}(d - \text{median}(d)) \right),
\]

with \( \rho(d) \) as a scalar parameter whose value depends on the distribution assumed for the non-outlier samples [7]. KLNX obtains \( \rho(d) \) directly from the data as

\[
\rho(d) = \frac{1}{\sigma_d} = \frac{1}{Q_3(d) - Q_1(d)},
\]

where \( d \) is a scaled version of \( d \), i.e., \( d = d/\sigma_d \). It should be noted that \( \sigma_d \) denotes the sample standard deviation of the observations included in \( d \) and \( \mu_d \) is the sample mean. Hence, the subset \( M_1 \) is defined as

\[
M_1 = \{k \in \{1, \ldots, m_0\} \mid d(k) < \text{median}(d) + 3\text{MAD}(d)\}.
\]

Then, a submatrix \( D' \) is extracted from the original dataset that contains the samples belonging to the subset of row indices \( M_1 \), i.e., \( D' = D(M_1,:) \).
Next, $D'$ is used to filter attributes by detecting and preserving the column indices of $D'$ that do not contain any missing value. In other words, the method obtains the subset

$$N_1 = \left\{ k \in \{1, \ldots, n_0\} \left| \sum_{i \in M_1} \text{isnull}(D'(i,k)) = 0 \right. \right\}. \quad (5)$$

Finally, a submatrix $D_1 = D(:,N_1)$ is obtained from the original dataset $D$, containing the attributes in $N_1$.

2) Low variability detection: After discarding attributes with a large number of missing values, our approach detects features whose samples exhibit low variability. We focus on removing attributes that do not contribute to the performance improvement of the pattern recognition model. Notice that attributes with zero variability are easily identified by computing the standard deviation of every measurement set. Nevertheless, the criterion to detect features with low variability is set. Therefore, an attribute vector with zero-valued IQR contains attributes with a low number of outliers. To this end, KLNX builds a matrix from $D_4$ whose columns are given by

$$B''(:,j) = \text{outlier}(D_4(:,j)), \quad \forall j \in N_4. \quad (11)$$

Additionally, the vector containing the number of outliers in each row is obtained as

$$o_*(i) = \sum_{j=1}^{n_4} B''(i,j), \text{ for } i = 1, \ldots, m_0. \quad (12)$$

Then, the attributes with a low number of outliers are obtained as $D_3 = D_2(:,N_3)$. It can be noted that the outlier detection stage is based on parameters extracted directly from attribute statistics, thus, this stage does not resort to parameter tuning.

B. Training set preparation subphase

The second subphase of the knowledge tree modeling extracts both training data and training labels required to build the knowledge tree. At this stage, the methodology concatenates the target KPI vector $z$ to the matrix obtained in the previous stage, i.e. $D_4 = [z, D_3]$, where $D_4$ has dimensions $n_0 \times n_4$, with $N_3 = N_2 \cup \{z\}$ and $n_4 = |N_3|$. This subphase firstly detects outliers in the experiments (i.e., the rows of $D_4$). Then, a feature selection method based on a clustering technique is implemented. Finally, a discretization is applied to the target KPI to generate the training labels.

1) Outlier detection in experiments: In this work, we assume that samples around the central tendency of each attribute are associated with the normal behavior. Hence, training samples with outliers can introduce bias in the knowledge model, and so it should be avoided. To this end, KLNX builds a matrix from $D_4$ whose columns are given by

$$B''(:,j) = \text{outlier}(D_4(:,j)), \quad \forall j \in N_4. \quad (11)$$

The subset of row indices with zero outliers are identified, i.e., $M_4 = \{k \in \{1, \ldots, n_0\} | o_*(k) = 0\}$. Finally, the method obtains a submatrix from $D_4$ that extracts the experiments belonging to the set of row indices $M_4$, in other words, $T = D_4(M_4,:)$. This stage removes experiments considered outliers from the target KPI and attributes.

2) Feature selection: Redundant information in attributes typically affects classifier learning. This problem becomes more accentuated as the number of features increases. To overcome this drawback, we include a feature selection technique that extracts a reduced set of attributes from the available data. Notice that feature selection belongs to the field of dimensionality reduction (DR) techniques that extract a subset of available attributes following a selection rule [8].

To select the training attributes, consider $T$ the input matrix with dimensions $m_4 \times n_4$, where $m_4 = |M_4|$ stands for the number of experiments and $n_4$ denotes the number of attributes. Then, a correlation indicator matrix $C'$ is built as

$$C' = 1_{n_4 \times n_4} - \text{abs}(C), \quad (13)$$

where $1_{n \times n}$ is a matrix with dimensions $n \times n$ with one-valued components, $\text{abs}(A)$ is a matrix with the absolute value of the elements of $A$, and $C$ denotes the correlation matrix with dimensions $n_4 \times n_4$. More precisely, each entry of $C$ at the location $(i,j)$ corresponds to the Pearson correlation coefficient between $T(:,i)$ and $T(:,j)$, this is,

$$C(i,j) = \frac{\text{cov} \left( T(:,i), T(:,j) \right)}{\sigma_{T(:,i)} \sigma_{T(:,j)}}, \quad (14)$$

for $i = 1, \ldots, n_4$ and $j = 1, \ldots, n_4$, where $\text{cov}(a, b)$ represents the sample covariance estimate of two $n$-dimensional observation vectors $a$ and $b$, which is defined as $\text{cov}(a, b) = \frac{1}{n} \sum_{i=1}^{n} (a(i) - \mu_a)(b(i) - \mu_b)$. 

$$\text{median}(a(i)) = \text{outlier}(a(i)) = \zeta,$$

$$\text{outlier}(a(i)) = \left\{ \begin{array}{ll}
1, & \text{if } (a(i) > \zeta^+) \text{ or } (a(i) < \zeta^-), \\
0, & \text{otherwise},
\end{array} \right. \quad (7)$$

with thresholds defined as $\zeta^+ = \text{median}(a) \pm 3 \text{MAD}(a)$. KLNX builds a matrix whose $j$-th column contains the outlier locations at the respective $j$-th attribute, i.e.: $B'(i,j) = \text{outlier}(D_2(i,j)), \quad \forall j \in N_2. \quad (8)$

This step obtains the number of outliers in each attribute as

$$o_*(j) = \sum_{i=1}^{m_4} B'(i,j), \quad \forall j \in N_2. \quad (9)$$

Next, KLNX extracts the column indices whose number of outliers is lower than median($o_*$) + 3MAD($o_*$), i.e.: $N_2 = \{ k \in N_2 | o_*(k) < \text{median}(o_*) + 3 \text{MAD}(o_*) \}$. \quad (10)
At this stage, we focus on clustering attributes that are correlated. To do that, we leverage multidimensional scaling (MDS), which projects multidimensional points into a space with smaller dimensions attempting to preserve a distance (dissimilarity) measure among points provided as in a matrix [9]. Then, in this step, MDS is used to map the \( n_4 \) attributes into a 2D Euclidean space using \( C' \) as the distance matrix of reference. As a consequence, the distance between points in the space will reflect the correlation among them.

Then, to select the training attributes, a model-based clustering method is applied to the projected attributes. In essence, the model-based clustering assumes that the points belonging to each cluster follow a 2D Gaussian distribution, therefore, the entire dataset is modeled as a mixture of normal distributions. Thus, the clustering implements an expectation-maximization (EM) algorithm to compute the maximum likelihood estimates describing each distribution. In addition, the model-based clustering selects the optimal model according to the Bayes information criterion (BIC) [10].

It is worth noting that attributes exhibiting high correlations with respect to the target KPI can introduce bias in the knowledge tree during the training stage. More precisely, the decision structure may depend on features that do not provide relevant information about the underlying processes affecting the network performance. Hence, the next step discards the cluster containing the target KPI. For each of the remaining clusters, KLNX extracts the attribute with the closest distance with respect to its cluster centroid. More specifically, consider \((x_k, y_k)\) the location of the \(k\)-th feature projection and \((x_c, y_c)\) the coordinate of the cluster centroid, for \(c_1 = 1, \ldots, C\), \(C\) is the number of selected clusters. The set of selected attributes is therefore

\[
N_5 = \{k \in N_4 | \exists c_i \in [1, C] : k = \arg \min_{k' \in N_4} \sqrt{(x_{k'} - x_c)^2 + (y_{k'} - y_c)^2}\}.
\]  

Finally, the training set is obtained as \(X_{train} = T(:, N_5)\).

3) Discretization: Target KPI samples are typically represented using floating-point numbers whose values may lay on an infinite set. Since our goal is to detect and classify performance anomalies, the proposed methodology discretizes the target KPI samples into a finite number of class labels, where each category should describe a particular operation scenario. To this end, a discretization model \( f_\theta(\cdot) \) is built whose binning intervals are estimated by considering a vector of training samples with continuous values. In this regard, consider the target KPI vector \( z \). Therefore, the training set of the discretization model can be defined as \( z' = z(M_4) \), i.e., \( z' \) contains the KPI samples belonging to the subset of indices \( M_4 \), which is obtained in Section II-B1. In addition, KLNX resorts to proportional discretization to determine the number of target classes automatically [11]. Under the proportional discretization, the number of categories depends on the input vector size, in other words, \( w = \lfloor (\log_2 n) / 2 \rfloor \), where \( n \) is the number of target classes, \( n \) is the size of the input vector, and \( \lfloor a \rfloor \) is the floor operator that extracts the integer part of \( a \). Furthermore, the discretization uses the \( k \)-means binning strategy to map the continuous KPI values into a finite number of categories. The discretization strategy assigns the class labels based on the distances with respect to the centroids yielded by the \( k \)-means clustering. Finally, the training labels are obtained from the KPI measurements as \( y_{train} = f_\theta(z') \), where \( f_\theta(\cdot) \) represents the nonlinear function implementing the discretization.

C. Knowledge model training subphase

This subphase aims at building a knowledge model from the extracted training data to detect network performance anomalies. This approach builds a decision tree classifier to characterize the network behavior. In general, decision tree classifiers exhibit lower accuracy than those yielded by other black-box classification methods. However, we select the decision tree model because the tree structure is interpretable and easy to understand.

In this work, the decision tree is built using the training set \( \Gamma = \{X_{train}, y_{train}\} \), where \( X_{train} \) is the input data matrix with dimensions \( n_4 \times n_5 \), where \( n_4 \) is the number of training samples and \( n_5 \) is the number of attributes selected by the feature selection procedure. Furthermore, \( y_{train} \) is an \( n_4 \)-dimensional vector containing the ground truth labels obtained from the discretization. The decision tree is trained by implementing the classification and regression tree (CART) algorithm with the Gini impurity as the loss function to be optimized [12]. Specifically, Gini impurity assesses the misclassification rate of the output label at a given tree node, which is computed as \( G = 1 - \sum_{i=1}^{k} p_i^2 \), where \( k \) is the number of output labels, and \( p_i \) is the rate between the number of training labels assigned with the \( i \)-th class and the total number of samples evaluated by the tree node.

Notice that the number of training samples required for decision trees doubles as a tree level is aggregated, hence, the depth of the decision tree is constrained to \( \lfloor (\log_2 n_4) / 2 \rfloor \) to avoid overfitting. In addition, the minimum number of training samples per leaf is limited to five [13].

Finally, a cost-complexity pruning is applied to the decision tree to reduce the probability of overfitting. Cost-complexity pruning is an algorithm that removes unnecessary tree nodes by balancing the trade-off between the classification error and the model size. This algorithm minimizes a linear cost-complexity function with a parameter \( \alpha \geq 0 \), referred to as the complexity parameter, that controls the relative influence of the model complexity with respect to the tree size. In this regard, a cross-validation procedure is implemented to automatically select the proper \( \alpha \) among a set of effective values. More precisely, cross-validation evaluates the cost-complexity function across an \( \alpha \) interval. For each value of \( \alpha \), the procedure split the training set into smaller subsets. This method implements multiple training and testing operations, where one subset is considered to train the model and the remaining ones are used for testing. Afterward, the average classification accuracy is computed. Notice that a different tree structure is evaluated for each value of \( \alpha \). Then, cross-validation selects the tree structure with the best classification accuracy average. Finally, the decision tree classifier is fitted with the training set \( \Gamma \), the maximum number of levels (depth), the minimum number of training samples per leaf, and the optimal \( \alpha \). The function performed by the knowledge tree over the input data is denoted as \( g_\phi(\cdot) \).

III. NETWORK PERFORMANCE ANOMALIES

After the training stage, KLNX tests the knowledge model with the goal of detecting network performance anomalies. To this end, the proposed approach evaluates the decision tree classifier using the entire set of experiments. Specifically,
the set of test samples is obtained as $X_{\text{test}} = D(:, N_3)$, where $X_{\text{test}}$ is a submatrix with dimensions $m_0 \times |N_3|$ that extracts the indicators identified by the feature selection method directly from the loaded data. Then, the anomaly detection engine is tested to predict the output classes, i.e., $y_{\text{pred}} = g_{3d}(X_{\text{test}})$. Our approach uses the discretization method $f_0(z)$ to obtain the reference labels, i.e. this method obtains $y = f_0(z)$. Note that the classification engine has been optimized to identify normal operation scenarios. Thus, misclassified experiments may be considered anomalous. Moreover, the difference between the predicted label and the discretized KPI can offer information about the deviation from the normal operation of the sample under test. Next, we introduce the steps of the anomaly detection procedure.

A. Identification of anomalous scenarios

This stage estimates the element-wise difference between the set of class labels predicted by the knowledge model and the set of discretized KPI samples, i.e., $y_{\text{diff}} = y_{\text{pred}} - y$. Notice that, for target KPIs similar to the session duration, a lower value of the class label indicates a better network performance. In this context, three scenarios are identified: (i) the label predicted by the knowledge tree matches with respect to the discretized KPI, i.e. $y_{\text{diff}}(i) = 0$; (ii) the class label predicted indicates a worse network performance compared to the discretized KPI, i.e. $y_{\text{diff}}(i) > 0$; or (iii) the network performance predicted is better than the KPI, i.e. $y_{\text{diff}}(i) < 0$. Since this work focuses on detecting and classifying scenarios in which the performance observed is worse than predicted, our attention is oriented to scenario (iii). Hence, KLNX builds a vector of errors for anomalous scenarios as $y_{anm}(i) = y_{\text{diff}}(i)$ if $y_{\text{diff}}(i) < 0$ (and $y_{anm}(i) = 0$ otherwise), for $i = 1, \ldots, m_0$. This approach can be also applied when a larger KPI value indicates a better network performance as is the case of the TCP throughput. In this case, every entry of the vector of anomalous scenarios reduce to (i) $y_{anm}(i) = 0$ when the predicted label is less than or equal to the respective discretized KPI, and (ii) $y_{anm}(i) > 0$ otherwise.

B. Identification of relevant features

Notice that the training stage considers a reduced set of attributes to optimize the knowledge model $g_{3d}$. However, the methodology requires a large number of attributes to classify anomalies. Hence, this phase recovers some of the attributes discarded by the preprocessing phase. Specifically, it retrieves the matrix $D_3$ obtained by the outlier detection in attributes (Section II-A3) with dimensions $m_0 \times |N_3|$.

To quantify the relevance of each attribute with respect to the vector of anomalous scenarios $y_{anm}$, this work computes the miscoding (mscd) index. This metric has been recently proposed in [14] to assess the relationship level between a sequence of attributes and the output vector. To compute the metric, consider the matrix $D_3$ whose $|N_3|$ columns correspond to the input attributes. Therefore, the miscoding index between the $i$-th attribute $D_3(:, i)$ and the vector of anomalous scenarios $y_{anm}$ is estimated as

$$\text{mscd}(D_3(:, i), y_{anm}) = \frac{1 - \text{NCD}(D_3(:, i), y_{anm})}{\sum_{j}|1 - \text{NCD}(D_3(:, j), y_{anm})|},$$ (16)

for $i = 1, \ldots, |N_3|$, with $\text{NCD}(a, b)$ as the normalized compression distance between vectors $a$ and $b$. The miscoding estimates are sorted in decreasing order such that features that contribute more to the anomaly detection are firstly selected. In this sense, the number of selected attributes to evaluate the anomaly classification engine is given by $n_a = \min(|N_3|, \lfloor \log_2(m_0)/2 \rfloor)$. Specifically, let $e$ be the vector of sorted miscoding estimates such that $e(0) = \text{mscd}(D_3(:, i_0), y_{anm}), e(1) = \text{mscd}(D_3(:, i_1), y_{anm}), \ldots, e(n_a) = \text{mscd}(D_3(:, i_{n_a}), y_{anm})$ and $e(0) \geq e(1) \geq \ldots \geq e(n_a)$. Therefore, the subset of relevant attribute indices can be written as

$$N_r = \{k \in \{1, \ldots, n_a\} | k = i_a, \quad \text{for} \quad a = 0, 1, \ldots, n_a\}. \quad (17)$$

IV. CLASSIFICATION TREE MODELING

KLNX uses the set $N_r$ of attributes extracted from the identification of relevant features to classify performance anomalies. In addition, KLNX considers the entire set of experiments included in the loaded dataset to build a classification tree. In particular, KLNX uses class labels generated by a stage that detects problematic experiments and features.

A. Detection of problematic attributes and experiments

Once selected the set $N_r$ of relevant attributes, KLNX implements a procedure to identify attributes and operation scenarios that could induce anomalies. To this end, this stage applies a one-dimensional (1D) clustering to the normalized samples of every relevant attribute. More precisely, we resort to the model-based clustering method that determines the optimal model according to the BIC criterion [10]. Each relevant feature is scaled using the standard normalization, i.e., $\hat{a} = (a - \mu_a)/\sigma_a$, where $a$ is the normalized set, $\mu_a$ is the original attribute vector, $\mu_a$ and $\sigma_a$ are, respectively, the sample median and the sample standard deviation of $a$.

KLNX estimates the anomaly density of each cluster, i.e., the mean error in the cluster normalized to the overall mean error (cf. Section III-A for the definition of error). Assume that the clustering generates a vector $y_{\text{clus}}$ with cluster labels $c_j = 1, \ldots, C_j$, where $C_j$ is the number of detected clusters. Thus, the anomaly density of the vector anomalous scenarios for each cluster $c_j$ is obtained as the normalized average of the subvector $y_{anm}(\mathcal{M}_{c_j})$, where $\mathcal{M}_{c_j}$ is a subset of row indices such that

$$\mathcal{M}_{c_j} = \{k \in \{1, \ldots, m_0\} | y_{anm}(k) = c_j\}, \quad (18)$$

for $c_j = 1, \ldots, C_j$. For each attribute the methodology obtains a set of densities $\{\rho_{c_j}\}_{c_j=1}^{C_j}$. If at least one density index is greater than a threshold $\varepsilon$, the proposed approach identifies the attribute as a problematic feature. Furthermore, experiments included in clusters with $\rho_{c_j} > \varepsilon$ are labeled as problematic samples with a label $\text{TSP}$, where $\varepsilon$ is the number assigned to the problematic feature under consideration. Otherwise, experiments in clusters with $\rho_{c_j} \leq \varepsilon$ are labeled as non-problematic samples, with a label $\text{TSN}$. An anomaly class can therefore be described by listing problematic features.

B. Classification model training

This stage trains the anomaly classification engine using the attributes used to train the knowledge tree and the relevant attributes based on the.miscoding metric. In essence, we obtain an attribute set with column indices $N_r = N_3 \cup N_r$. Then, the input training set is obtained as a submatrix extracted from the original dataset $D$ that contains the column indices $N_r$, i.e., $\chi = D(:, N_r)$. This training set attempts to
consider the information that builds the first decision tree \( g_\phi \) and the knowledge embedded in the miscoding estimates.

In addition, the method builds the output training set \( \xi \) from the labeling of problematic and non-problematic experiments, described in Section IV-A. This labeling generates two types of classes: (i) the Compliant class that identifies the samples that do not contain any problematic attribute (ii) or a class labelled with a concatenated semicolon list of problematic and non-problematic attributes. For example, consider that the method detects four problematic attributes with number assignation: (1) packet_loss, (2) maximum_segment_size, (3) round_trip_time, (4) start_SNR. An experiment with class T1P\(;T2N;T3N;T4P\) indicates that variables packet_loss and start_SNR are attributes that could induce an anomaly in the experiment of interest.

Subsequently, this stage trains a decision tree to model the anomaly classification engine. We use a decision tree classifier due to its interpretability. In other words, the decision tree structure describes the attribute thresholds related to a specific type of anomaly. In this case, the proposed approach optimizes the decision tree by implementing the CART algorithm with the training set \( \Pi = \{ \chi, \xi \} \). The training stage also uses cost-complexity pruning to remove unnecessary tree leaves. Finally, the nonlinear function performed by the classification engine is represented with \( h_\phi() \).

V. DATASETS

We evaluate KLNX on both real and synthetic data. Since the synthetic data attempt to reproduce behaviors similar to those yielded by the real data, we first describe the real dataset. Then, we outline the modeling of the synthetic data.

A. Nokia dataset

This dataset was collected by Nokia in 2019 to test the performance of 4G mobile networks in various European countries [15]. The Nokia dataset includes TCP traffic profiles and measurements of radio variables when a user device downloads a 3 MB file (HTTP_FILE_DL). Each dataset row contains information about a single test. Overall, there are 1730 rows and 1326 attributes (including, for most parameters measured, the minimum, maximum, average, etc., observed in the experiment).

B. Synthetic data modeling

To evaluate the behavior of the methodology in a more controllable way, we also build a testbed that randomly generates each attribute vector with entries following a particular statistical model. The TCP throughput \( B_{tcp} \) (in bytes/s) is then computed analytically using the simple Mathis model [16],

\[
B_{tcp} = \min \left( \frac{MSS}{RTT \sqrt{CWND}}, \frac{CWND}{RTT} \right),
\]

where \( MSS \) is the maximum segment size (in bytes), \( RTT \) is the round trip time, \( CWND \) is the congestion window, and \( p \) is the packet loss probability. In addition, we set download size \( FLSZ \) to 5 MB in order to estimate the session duration as

\[
L_{tcp} = \frac{FLSZ}{B_{tcp}}.
\]

Notice that we generate just four TCP attributes, i.e., \( MSS, RTT, CWND, p \), which greatly simplifies the possibility to illustrate and evaluate the operation of KLNX.

Synthetic parameters are generated so as to resemble the behavior observed in the Nokia dataset. The \( MSS \) is drawn from a uniform probability density function (pdf), i.e.,

\[
MSS \sim U(b_{min}, b_{max}),
\]

with bounds \( b_{min} = 1300 \) bytes and \( b_{max} = 1400 \) bytes. Fig. 2(a) displays the histogram and the kernel density estimation (KDE) obtained from an \( MSS \) synthetic vector with 20,000 samples. The KDE curve is estimated using a Gaussian kernel [17]. \( RTT \) samples are obtained from a shifted exponential distribution, i.e.,

\[
F_{RTT} = \text{Exponential}(\beta) \ast RTT_{min},
\]

where the convolution operator \( \ast \) simply tells that we sum a constant minimum value \( RTT_{min} = 30 \) ms to the one generated with a negative exponential distribution with rate \( \beta = 400 \) (ms\(^{-1}\)) (cf. Fig. 2(b)).

To generate the synthetic samples of \( CWND \) and \( p \), we use a \( c \)-contaminated mixture model [7] with a uniform and a
(shifted and mirrored) log-normal distribution, i.e., with CDF given by

\[ F_{\text{cwnd}}(x) = (1 - \epsilon_{\text{cwnd}}) U(lb_{\text{cwnd}}, ub_{\text{cwnd}})(x) \times \epsilon_{\text{cwnd}} \text{Lognormal}(\mu_{\text{cwnd}}, \sigma_{\text{cwnd}})(1.0 \cdot 10^6 - x), \]

where the log-normal distribution has mean \( \mu_{\text{cwnd}} \) and standard deviation \( \sigma_{\text{cwnd}} \), and is mirrored around the value of 1 MB (cf. Fig. 2(c)), while \( U(lb_{\text{cwnd}}, ub_{\text{cwnd}}) \) denotes the uniform distribution with bounds \( lb_{\text{cwnd}} = 40 \text{ kB} \) and \( ub_{\text{cwnd}} = 700 \text{ kB} \). The contamination parameter \( \epsilon_{\text{cwnd}} \) is set to 0.90, \( \sigma_{\text{cwnd}} = 0.65 \), and \( \mu_{\text{cwnd}} = \log(\mu_{\text{cwnd}}) + \sigma_{\text{cwnd}}^2 \), where \( \mu_{\text{cwnd}} = 0.1 \text{ MB} \) is the desired mode of the log-normal.

So far, we have described synthetic attributes reproducing what is observed in the Nokia dataset. Additionally, we select the packet loss probability \( p \) to induce anomalous scenarios in a controllable way with an \( \epsilon \)-contaminated model, i.e.,

\[ F_p(x) = (1 - \epsilon_p) \text{Lognormal}(\mu_p, \sigma_p)(x) \times \epsilon_p U(lb_p, ub_p)(x), \]

where the mode of the log-normal pdf is set to \( \mu_p = 2.50 \times 10^{-6}, \sigma_p = 0.20, lb_p = 1.00 \times 10^{-4}, \) and \( ub_p = 1.25 \times 10^{-4} \). Upon a closer look at the mixed model (23), it can be observed that a specific rate of samples \( \epsilon_p \) exhibits much higher packet loss probabilities, that should be identified as anomalous. Fig. 2(d) shows the KDE of the synthetic packet loss probabilities obtained for \( \epsilon_p = 0.10 \). The synthetic dataset also includes six radio parameters. These attributes are generated so as to be correlated with the TCP throughput \( B_{\text{TCP}} \), and the corresponding models rely on a Poisson distribution. The KDE curves obtained for the various radio parameters for the Nokia dataset and a synthetic dataset are displayed in Fig. 3.

In the synthetic dataset, anomalies are forced by means of abnormal values of the loss probability, which are generated with probability \( \epsilon_p \). We have also tested other synthetic datasets in which (part of the) anomalies are introduced by altering the value of a parameter \( \text{after having generated the KPI} \). This corresponds to scenarios in which a parameter is measured incorrectly or, in general, it does not fully correspond to the target KPI for some random reason. However, due to space limitations, in what follows we only comment on anomalies introduced in \( p \) with the \( \epsilon \)-contaminated model described above, whose results are also simpler to interpret.

VI. RESULTS AND ANALYSIS

We implemented KLNX using Python code and the Scikit-learn library [18]. Our KLNX source code for anomaly detection and classification will be released as open-source.

A. Nokia dataset

For this dataset, we select the session duration as the target KPI. Fig. 4(a) displays the seven clusters detected by the model-based technique from the projected correlation matrix in the feature selection step (cf., Section II-B2). This figure also shows every cluster centroid and the circles of the corresponding standard deviations. Recall that the attribute selection stage removes the cluster containing the target KPI. In addition, the methodology selects the attribute that is closest to the centroid in each of the other six clusters. More precisely, the features selected are listed below:

1) initial_window_bytes_b2a,
2) End.SINR,dB,
3) Time.to.First.Byte.s,
4) pushed_data_pkts_b2a,
5) End.RSSI,dBm,
6) rexmt_data_pkts_b2a.

After applying the preprocessing stage, KLNX obtains a subset with \( m = 1, 294 \) experiments and \( n = 6 \) attributes to train the knowledge model \( g_3(\cdot) \). Fig. 4(b) displays the histogram of the training labels output by the discretization process. In this case, the number of class labels is \( w = \lfloor \log_2 m \rfloor / 2 = 5 \). Once trained the knowledge model, we obtain a decision tree whose flowchart is depicted in Fig. 5. For every experiment, the decision tree firstly compares the initial_window_bytes_b2a parameter with respect to the threshold (2, 588 bytes) at the root node. If the inequality rule is true, the decision tree structure moves to the left side in the next tree level, otherwise, the flowchart moves to the right side. For example, the knowledge tree assigns the “Very bad” label to scenarios with initial_window_bytes_b2a parameter greater than 1,294 bytes or lower or equal than 2,588 bytes, and Time.to.First.Byte.s greater than 0.58 s.

Afterward, the methodology evaluates the knowledge tree using the entire set of experiments and obtains the vector of anomalies. The histogram of the vector of anomalous scenarios \( y_{\text{ann}} \) is shown in Fig. 6(a). It can be observed that the number of predicted anomalies decreases as the difference between the predicted labels and the discretized KPIs increases. For this dataset, the knowledge model detects 611 anomalies. Then, the methodology considers both the data matrix obtained at the outlier detection in attributes \( D_3 \) and the vector \( y_{\text{ann}} \) to identify relevant features. For this dataset, the number of relevant attributes is \( n_r = 25 \). Fig. 6(b) shows the sorted miscoding estimates that quantify the relationship level between features and \( y_{\text{ann}} \). These attributes are evaluated according to the order exhibited by the miscoding coefficients.

Then, the methodology applies the procedure to detect both the problematic attributes and problematic experiments. For this dataset, KLNX identifies seven problematic attributes that are listed below:

1) Time.to.First.Byte.s,
2) ack_pkts_sent_a2b,
3) avg_win_adv_a2b,
4) duplicate_acks_a2b,
5) max_win_adv_a2b,
6) pure_ack_sent_a2b,
7) truncated_data_b2a.

Fig. 7 displays the scatter plots of the attribute value versus \( y_{\text{ann}} \) for three problematic attributes. This figure also shows the cluster of problematic experiments. As can be seen,
KLNX detects as problematic samples those scenarios with
\( \text{Time.to.First.Byte.s} > 1 \) s, \( \text{ack.pkts.sent.a2b} > 3,000 \), and \( \text{pure.ack.sent.a2b} > 3,000 \). Then, the methodology implements the CART algorithm to fit the classification model from the input training data \( \chi \) and the output training labels \( \zeta \). Specifically, the classification tree learns the rules to detect anomalous operation scenarios and identify the attributes that can induce performance anomalies. The decision tree structure of the classification model is not displayed due to its large size. If we analyze in detail the decision structure of the knowledge tree shown in Fig. 5, we observe that radio features such as SINR and RSSI have been selected to classify the experiment performance. Other features such as TCP initial Window and Time to First Byte characterize the server used for each test. These features are selected in the classification stage to identify performance anomalies causing deviations from the knowledge tree. The only exception in this example could be \( \text{Time.to.First.Byte.s} \) that is present in both models. We interpret that this particular feature contains information related to the different servers used as well as delay-related anomalies.

Remarkably, the results of the analysis carried out by means of KLNX are meaningful, as they were validated by a Nokia expert on anomaly/alarm detection and remediation procedures. What has been shown so far hints at the fact that KLNX can identify anomalies, but does not tell if the results are accurate or not. For a more objective evaluation of the results achievable with KLNX, we next consider synthetic data in which we purposely introduce anomalies, and hence can use them as ground truth.

B. Synthetic datasets

For the synthetic dataset, we also select the session duration as the target KPI. A first experiment evaluates the performance of the proposed methodology against outliers in packet loss probabilities. To this end, we generate the \( p \) measurement set using the mixture model (23) with \( \epsilon = 0.10 \). As can be observed in Fig. 2(d), the mixture model generates a bimodal distribution with two separated modes. In addition, outliers in packet loss probability could lead to large session times. This behavior favors the outlier detection in experiments at the preprocessing stage and the 1D clustering of attribute samples at problematic experiment identification.

In particular, the testbed generates a synthetic dataset with \( m_0 = 20,000 \) experiments and \( n_1 = 10 \) attributes to


Table II: Class labels of the anomaly classification engine for the synthetic dataset

<table>
<thead>
<tr>
<th>Class label</th>
<th>Type of problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compliant</td>
<td>No problem</td>
</tr>
<tr>
<td>T1PT2N</td>
<td>RTT problem</td>
</tr>
<tr>
<td>T1NT2P</td>
<td>p problem</td>
</tr>
<tr>
<td>T1PT3P</td>
<td>RTT problem and p problem</td>
</tr>
</tbody>
</table>

evaluate the proposed approach. For this dataset, the data preprocessing stage extracts \( m_\ell = 15,785 \) experiments and \( n_\ell = 4 \) attributes (RTT, MSS, CWND, and End.RGS, dBm) to train the knowledge model. It should be noted that the preprocessing stage discards the entire set of experiments (100%) with large packet loss probability values drawn from the uniform distribution of the model (23). Observe that the number of class labels outputted by the discretization process is set to 6. Fig. 8(a) displays the histogram of the training labels provided by the discretization process.

Then, the knowledge tree \( g_{\theta}(\cdot) \) is optimized using the CART algorithm from the training data \( \text{train} = \{X_{\text{train}}, y_{\text{train}}\} \) extracted by the preprocessing stage. The decision tree structure of the knowledge model is omitted due to space limitations. After testing the knowledge model using the entire set of \( m_0 = 20,000 \) experiments, the proposed method obtains the vector of anomalous scenarios whose histogram is depicted in Fig. 8(b).

Due to the limited availability of synthetic attributes, KLNX selects the entire set of original attributes to detect problematic attributes, i.e. \( n_\ell = n_\ell = 10 \). Afterward, the methodology identifies the attributes that could induce anomalous operation scenarios. To this end, the proposed approach detects the attribute clusters that exhibit dense concentrations of misclassified samples. For this dataset, \( p \) and RTT are detected as attributes that can cause anomalous session times. Subsequently, this module detects both normal and problematic experiments for each identified attribute. Fig. 9(a) and 9(b) show the experiment clustering for each identified attribute and the corresponding labeling (TSN or TSP). From this identification, the procedure builds the output labels for the anomaly classification engine. More precisely, this procedure generates four different classes that are shown in Table II with the respective type of problem.

Then, the anomaly classification engine is fitted using the entire set of experiments and attributes. Fig. 10 depicts the decision structure of the anomaly classification engine. As can be seen in this figure, the classifier sets a threshold \( 5 \times 10^{-5} \) to separate packet loss probabilities into two classes: normal and problematic. For example, for \( p \geq 5 \times 10^{-5} \), the classifier identifies operation scenarios that are not affected by the packet loss probability. Dashed lines in Fig. 2(d) and Fig. 9(b) correspond to the boundaries determined by the classifier, i.e., \( p = 5 \times 10^{-5} \). For this experiment, the classification engine is able to identify the entire set of anomalies (100%) introduced in the distribution of \( p \) with the uniform term of (23). Additionally, KLNX identifies anomalous scenarios related to the RTT attribute, due to the queue of the exponential distribution used. Additionally, although the exponential distribution is not multimodal, the ID clustering at the problematic experiment identification detects two clusters with problematic samples. Fig. 10 shows how the introduced anomalies (p-anomalies) are successfully classified by the root node but also how another performance anomaly is detected (due to high RTT, which is also a meaningful result) and how both types of anomalies are combined in the data set. As a result, we have successfully classified the samples and identified which ones have none, one, or both anomalies.

VII. RELATED WORK

Various anomaly detection methods have been reported in the context of communication networks. Techniques based on signal processing tools have been introduced to detect spikes in network traffic time series [19–22]. In particular, the recognition models implemented by these methods are tailored to the data at hand and they also require fine parameter tuning. Anomaly detection based on supervised learning methods [4], [23], [24] requires ground-truth class labels that are not always available. Furthermore, anomaly detection techniques based on unsupervised learning methods have been recently reported [5], [25], [26]. These methods provide outstanding solutions and do not need ground truth labels. However, the performance of unsupervised techniques is severely affected by parameter tuning and the detection process usually does not provide information about features that can be related to the network’s abnormal behaviors. It should note that KLNX is an unsupervised methodology with a self-tune of parameters based on data statistics. Moreover, this framework includes an anomaly classification stage that provides information about the operation scenarios considered as anomalies and the set of attributes causing these anomalies, which is a fundamentally novel contribution of our work.

Anomaly detection methods typically analyze a particular problem such as server failures, transient congestions, and network overloads, among others [3]. Recently, abrupt changes were characterized in [5] as anomalous events affecting various KPIs. However, these methods are not focused on covering scenarios where network performance is affected by multiple network aspects (e.g., TCP performance, packet loss, and radio behavior). On this matter, we have identified three categories of anomalies: (i) **operative anomalies**, (ii)
sampling anomalies, and (iii) modeling anomalies. Specifically, operative anomalies consist of events whose performance indicators and KPIs significantly deviate from the values for which the network was designed. This class of anomaly includes operation scenarios with low throughput, large session times, and bad performance indicators. We have tested KLNX with respect to operative anomalies with real and synthetic datasets. Secondly, sampling anomalies are abnormal scenarios caused by measurement errors in one or multiple performance indicators. This kind of anomaly can be present in the real dataset tested in this paper, and we have tested it also via synthetic data, although the results are not shown here due to lack of space. Finally, modeling anomalies are operation instances whose KPI cannot be explained by the performance indicators, e.g., operation scenarios with large session times but with good performance indicators [14]. This class of anomalies will be considered in future works.

VIII. CONCLUSIONS

In this work, we have developed a methodology based on data cleaning procedures and explainable learning models to detect and classify anomalous operation scenarios in mobile networks. More precisely, a preprocessing stage was included in the proposed methodology, called clean and explainable (KLNX) anomaly detection, to train the anomaly detection engine with the cleanest dataset such that the training data properly describes the network’s normal behavior. Further, two interpretable learning models were incorporated to detect and classify anomalies. These explainable learning models output tree structures whose decision rules enabled the identification of attributes and thresholds that describe the network’s normal behavior and the recognition of the samples that could induce performance anomalies. We have built a testbed to generate synthetic datasets whose attribute samples obey well-defined statistical models and the KPI sets follow a known TCP model. The performance of the proposed methodology was evaluated on synthetic and real datasets. In this sense, the proposed approach efficiently detected the performance anomalies and provided information about the set of attributes that can cause network misfunctioning. In addition, the decision trees generated interpretable structures enabling the understanding of both the network’s normal behavior and the anomaly classification. In future work, we are interested in evaluating other types of anomalies as well as different learning models such as deep neural networks.
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