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ABSTRACT

Machine Learning (ML) is a highly promising tool to design the physical layer of wireless communication systems, but its scaling properties for this purpose have not been widely studied. ML algorithms are typically evaluated to learn SISO communications and low modulation orders, whereas current wireless standards use MIMO and high-order modulation schemes to increase capacity. The memory requirements of current ML algorithms for wireless communications increase exponentially with the number of antennas and thus they cannot be used for advanced physical layers and massive MIMO. In this paper, we study the requirements of end-to-end ML models for large-scale MIMO systems, determine the bottlenecks of the architecture, and design different solutions that vastly reduce overhead and allow training higher MIMO and modulation orders. We show that by training the autoencoder in a bit-wise manner, the memory requirements are reduced by several orders of magnitude, which is a critical step for ML-based physical layer design in practical scenarios. Additionally, our design also improves performance over the classical autoencoder for MIMO.
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1 INTRODUCTION

The physical layer of wireless communication systems is formed by discrete and highly optimized signal processing blocks with well-defined functions to cope with the multiple impairments of the communication channels. Such designs work well for current wireless networks with links operating close to their theoretical capacity even if they do not take into account possible interactions between non-linearities and residual errors of individual blocks.

However, the complexity of the physical layer of next-generation wireless networks is increasing to meet higher performance demands. 5G and beyond mobile networks include millimeter-wave (mm-wave) and multi-input multi-output (MIMO). As these systems become more complex in terms of hardware design due to the higher frequencies and number of antennas, hardware imperfections and non-linearities become more difficult to model and compensate for explicitly. This is aggravated by the constraints imposed by integration in consumer devices and the mandate of a cost-efficient design. The above considerations inspired the application of ML to wireless physical layer design. At higher layers, ML has been used to reduce the high complexity of current optimization problems or cope with the lack of accurate models. But thus far, no component of 5G has been designed by ML. An AI-native interface could allow to optimally deal with imperfections and reduce the heuristic optimization of the parameters of the physical layer [6].

Recently, the first design of an end-to-end communication system using deep learning models was proposed [10]. The authors of [10] discuss how to learn a transmitter-receiver architecture represented as Deep Neural Networks (DNN) for a specific channel model using an autoencoder structure. Most of the follow-up work based on the concepts presented in [10] focuses on more complex channel models for the single-input single-output (SISO) autoencoder [3, 9] and on learning the channel through data [1, 5, 11, 14]. However, few works consider the extension of these concepts to MIMO systems, where the gains could be larger due to the higher number of antennas and the higher complexity of the hardware. In [8, 12], an extension of the autoencoder architecture to MIMO is presented, but both works only consider a simple 2 × 2 system and very low order modulations. In contrast, large MIMO systems may use hundreds
of antennas thanks to the very small wavelength of mm-wave, and recent wireless standards such as 5G and IEEE 802.11ax support very high modulation orders such as 1024-QAM.

In this paper, we carry out a thorough analysis of the scalability of the autoencoder architecture and conclude that current architectures are not suitable for the physical layer learning of large MIMO systems due to their memory demands that increase exponentially with the number of antennas. For example, for a 4 × 4 MIMO system and a modulation equivalent to 64-QAM, ~800 GB of vRAM would be needed to train the network, whereas even powerful Graphics Processing Units (GPUs) available in the market only have 40-80 GB of vRAM. This large memory demand comes from the number of possible messages that grow exponentially with the number of antennas and order of the constellation. We evaluate typical approaches of reducing the memory allocation for DNNs and conclude that these can only achieve small reductions. We then design a different embedding for the inputs which has some similarity to the bit-wise autoencoder architecture presented in [2] for SISO systems, but that has not been studied for MIMO and for the purpose of memory reduction. This architecture preserves the soft information of the network by defining a measure of probability for these new outputs. It can reduce the memory requirements by 99.99%. Our work is a highly important step towards practical ML-based physical layer design of MIMO systems. Additionally, we make the code to estimate the memory consumption and the different architectures available to the research community.

The paper is organized as follows. In Section 2 we introduce end-to-end learning concepts. In Section 3, we analyze the GPU memory requirements of MIMO autoencoders. We then evaluate typical Deep Learning (DL) solutions to reduce memory requirements in Section 4, and propose a much more memory-efficiency bit-wise autoencoder in Section 5. The results are presented in Section 6. Finally, in Section 7 we discuss existing literature on end-to-end learning systems and give some concluding remarks in Section 8.

### 2 AUTOENCODER DESIGN FOR MIMO

We first discuss autoencoder architectures for end-to-end learning of the encoder and decoder structures for MIMO systems. The works in [8, 12] extend the concept of the autoencoder for MIMO communications. There are two kinds of architectures for the MIMO end-to-end learning as described in [8, 12]: an open-loop architecture following the description above, and a closed-loop architecture in which the Channel State Information (CSI) information is fed back to the transmitter as shown. This step allows the autoencoder to learn improved encodings with the help of channel knowledge. We consider the general architecture presented in [12], as shown in Table 1, where $H_{T/R}$ are the number of units of the transmitter and receiver dense layers, respectively.

### 3 SCALABILITY ANALYSIS

We now carry out a thorough analysis of the GPU memory consumption needed to train a MIMO end-to-end model of size $N_T \times N_R$ and of modulation order $k$, using the method proposed in [4]. The GPU memory required to train a deep learning model can be divided into four main categories: weight tensors, in/out tensors, ephemeral tensors, and resident buffer [4]. A key observation is that the total size of the network does not only depend on the parameters of the network but also on its forward and backward propagation. To take this into account, the two dimensions that are important to our problem are weight tensors and in/out tensors. Weight tensors are the learnable parameters and their gradients, computed under backpropagation. The in/out tensors are the inputs/outputs to operators and the forward and gradient outputs during forward and backward propagation respectively. The resident buffer is the memory allocated to the managing information to control the GPU and its size depends on the framework.

#### 3.1 MIMO network GPU memory estimation

We calculate the memory allocation for the different operators in the architecture presented in Table 1 as in [4]. The encoder/decoder memory estimates are

$$M_{Le} = 2p((2^k)^{N_T} H_T + H_T^2 + H_T 2N_N + 2H_T + 2N_N)$$

$$M_{Ld} = 2p(H_R (N_R + 1) + 3H_R (H_R + 1) + 16H_R + H_R (2^k)^{N_R} + (2^k)^{N_R}) + 4pB(2H_T 24N_N)$$

(1)

where the Batch Normalization layers are considered to have 4 parameters (as in the TensorFlow implementation). By $p$ we denote the precision format of the data type (e.g., for float32 it is 4 bytes).

The results of the GPU memory allocation estimation for the MIMO autoencoder network are presented in Table 2 (without embedding column) for a $N_T \times N_R$ systems of antennas with $N_T = [2, 4, 16, 64]$ and $N_R = N_T$. We consider a batch size of $B = 2048$, $H_T = 256$ and $H_R = 2048$ as in the implementation in [12] for $S_M = 4$ and a $2 \times 2$ system. However, in order to cope with the increasing number of combinations the network depth would need to be increased for larger systems. As can be observed in Table 2, for a $4 \times 4$ system and a 64-QAM like modulation, the estimated GPU memory is ~ 800 GB. The current largest GPU vRAM available in the market is 80 GB on the Nvidia A100 with a cost around $10,000. Even with such high-end hardware and using a multi-GPU system it would be very difficult to train a typical size MIMO system using end-to-end learning.
The problem of the current architectures resides mainly in the input and output layers, resulting in two exponential growths. For a MIMO autoencoder with the one-hot encoding, the input size is \((2^k)^{N_T}\) and the memory allocation grows as \(M_L \sim 8(2^k)^{N_T}H_F\) for the encoder and \(M_E \sim 16B(2^k)^{N_T}\) for the decoder. Therefore, the growth is exponential with respect to the number of antennas \(N_T\) and the modulation order \(k\). In the next section, we discuss different techniques to reduce the memory footprint of end-to-end deep learning.

4 REDUCING MEMORY CONSUMPTION

In this section we discuss three different deep learning techniques to reduce the memory footprint of a model:

- Embeddings are a mappings of a higher dimensional input space to a lower dimensional space. For the autoencoder network, each possible message is labelled as an integer \(i \in \{1, 2, \ldots, S_M\}\). This is fed to the embedding layer before the first fully connected layer, which finds a representation of this integer into an embedding of same size in which each value is the probability over the bit. This is achieved by changing the last layer’s activation function to a sigmoid so that the outputs are in the \([0, 1]\) range. This proposed embedding is the extension of the bit-wise autoencoder proposed in [2] for a SISO system to optimize constellation shaping and labeling. Additionally, we present a new encoder architecture that improves the performance of the bit-wise MIMO autoencoder as we show in Section 6. We propose an architecture where the encoder layers are followed by hyperbolic tangent (tanh) activation functions. Since the output of the encoder is constrained to the range \([-1, 1]\), no extra normalization layer is necessary. The normalization layer used in previous architectures may result in spurious solutions. For example when the training uses very small modulation values close to zero, the normalization of the batch of symbols can result into modulations with a very large range. Our proposed encoder converges to more stable solutions. Also, using the Tanh-BAE the outputs of the encoder layer are not dependent on the batch size, avoiding different modulations due to different batch sizes. In order to train the network, we consider the binary cross-entropy, BCE, as the loss function. This is possible since the inputs and outputs of the network are normalized. Moreover, the binary cross-entropy loss is minimized, \(\frac{\partial BCE(y, p)}{\partial p} = 0\), when the input value equals the predicted value, as can be proved from the definition of the BCE. The soft information of the bits is now obtained as the predicted value, as can be proved from the definition of the BCE.

- Mini-batching is the technique of updating the gradients after every mini-batch instead of after seeing the whole dataset. The study of the memory allocation for our particular network in Section 3 allows us to determine the limits of the batch size parameters to optimize performance and maximize the computing resources available.

- Mixed precision training (FP16) is a technique that uses half-precision floating-point numbers to train the network without losing model accuracy or having to modify the model’s hyperparameters [7]. This novel technique halves the memory requirements on all GPUs where this feature is available.

The results of the GPU memory allocation estimation for the MIMO autoencoder network with embeddings and mixed precision training are presented in Table 2. The improvement of using such embedding is substantial and allows to train large complex physical layer systems involving massive MIMO and large modulation orders. These results show that end-to-end optimization of the physical layer is possible even for future high-performance wireless networks.

5 BIT-WISE AUTOENCODER FOR MIMO

Even with the performance gains of all the techniques described above, training the end-to-end autoencoder for a 64-QAM like modulation for a \(4 \times 4\) MIMO system still requires 144 GB of VRAM (using the architecture described in Table 1 and \(B = 1\) to minimize memory consumption). To overcome the large memory consumption, we propose the use of a different architecture for the end-to-end learning for MIMO systems, using a custom embedding in the input and the output layers.

5.1 The architecture

In the bit-wise autoencoder, instead of the one-hot encoding of size \(S_M\), the inputs to the network are \(N_T\) bit vectors of length \(k\), which are concatenated at the input to form a bit vector of length \(k + N_T\) and the output of the network is a vector of the same size in which each value is the probability over the bit.
Table 2: Memory allocation for a mimo autoencoder for different constellation sizes and number of antennas $N_T$.

<table>
<thead>
<tr>
<th>Constellation ($2^k$)</th>
<th>$N_T=2$</th>
<th>$N_T=4$</th>
<th>$N_T=16$</th>
<th>$N_T=64$</th>
<th>$N_T=2$</th>
<th>$N_T=4$</th>
<th>$N_T=16$</th>
<th>$N_T=64$</th>
<th>$N_T=2$</th>
<th>$N_T=4$</th>
<th>$N_T=16$</th>
<th>$N_T=64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.8</td>
<td>2.0-10^4</td>
<td>1.6-10^4</td>
<td>0.6</td>
<td>0.6</td>
<td>9.83526</td>
<td>7.8-10^3</td>
<td>0.7410</td>
<td>0.7414</td>
<td>0.7435</td>
<td>0.7519</td>
</tr>
<tr>
<td>16</td>
<td>2.0</td>
<td>3.0</td>
<td>8.8-10^4</td>
<td>5.2-10^4</td>
<td>0.6</td>
<td>2.1</td>
<td>4.2-10^4</td>
<td>2.7-10^4</td>
<td>0.7412</td>
<td>0.7418</td>
<td>0.7450</td>
<td>0.7585</td>
</tr>
<tr>
<td>64</td>
<td>0.9</td>
<td>1.9</td>
<td>3.8-10^4</td>
<td>1.4-10^4</td>
<td>0.7</td>
<td>0.7</td>
<td>3.847</td>
<td>9.0-10^4</td>
<td>0.7414</td>
<td>0.7422</td>
<td>0.7466</td>
<td>0.7641</td>
</tr>
<tr>
<td>128</td>
<td>1.5</td>
<td>2.5</td>
<td>1.2-10^5</td>
<td>3.5-10^5</td>
<td>0.9</td>
<td>6.147</td>
<td>1.2-10^5</td>
<td>3.7-10^5</td>
<td>0.7415</td>
<td>0.7424</td>
<td>0.7473</td>
<td>0.7672</td>
</tr>
<tr>
<td>256</td>
<td>3.9</td>
<td>4.0</td>
<td>6.4-10^4</td>
<td>4.0-10^4</td>
<td>2.1</td>
<td>9.83526</td>
<td>7.8-10^3</td>
<td>3.1-10^4</td>
<td>0.7416</td>
<td>0.7426</td>
<td>0.7481</td>
<td>0.7702</td>
</tr>
<tr>
<td>1024</td>
<td>50.7</td>
<td>5.2-10^5</td>
<td>6.9-10^3</td>
<td>2.2-10^5</td>
<td>24.6</td>
<td>2.5-10^5</td>
<td>1.0-10^5</td>
<td>1.0-10^5</td>
<td>0.7418</td>
<td>0.7429</td>
<td>0.7496</td>
<td>0.7763</td>
</tr>
</tbody>
</table>

Figure 1: Performance evaluation of the different approaches.

Results in the worse performance as it has been optimized for symbol error rate (SER) rather than bit error rate (BER). Our approach, the Tanh-BAE improves over the performance of previous works and performs as well as QPSK while keeping the GPU memory consumption low, as shown in Section 5.2. Therefore, an optimal constellation and labelling are learned. For higher MIMO orders similar results are observed when comparing to the baselines.

Following the comparison with the classical symbol-wise autoencoder, AE and the BAE, we consider a MIMO channel with strong inter-stream interference. This channel is designed such that the cross channel coefficients have a value of 0.3. The same parameters are considered, $N_T = 2$, $N_R = 2$, $S_M = 16$. Fig. 1b shows the comparison of the BER for different Signal-to-Noise Ratios (SNRs) for our autoencoder approach Tanh-BAE and three conventional baseline schemes based on Zero Forcing (ZF), Minimum Mean Squared Error (MMSE) and Maximum Likelihood (MaxL). We observe that the Tanh-BAE outperforms ZF and MMSE by $\sim 2$ dB and is close to the optimal MaxL equalization. Although for higher SNRs the performance is slightly worse than MaxL, we attribute this to the autoencoder training being SNR dependent (e.g., as we train using a single SNR, the optimum constellation is in fact SNR dependent). This is the first example of the autoencoder outperforming classical equalization schemes. In future research, we aim to study the complexity of this solution and energy efficiency compared to classical decoding.

Comparison for higher order MIMO. We consider a channel with high inter-stream interference as above, with cross channel coefficients of 0.3 and compare the performance of the Tanh-BAE with standard QAM with $k = 2$ (QPSK) and different number of antennas $N_T, N_R = 4, 8$. Fig. 1c shows the BER for different SNRs for the Tanh-BAE and the baselines corresponding to QPSK modulation with MMSE and MaxL equalization for a $4 \times 4$ and $8 \times 8$ system. It can be seen that the Tanh-BAE model outperforms the MMSE equalization for the different number of antennas and comes close to the performance of MaxL. The Tanh-BAE has gains of $\sim 1.5$ and $\sim 2$ dB for the $4 \times 4$ and $8 \times 8$ MIMO systems respectively. The gains increase as the size of the system grows.

Comparison for larger order modulations. For the last experiment we consider a $2 \times 2$ MIMO system and different modulation orders $k = 2, 4, 6$ corresponding to QPSK, 16-QAM and 64-QAM like modulation for each antenna. In this scenario we consider an AWGN channel. Fig. 1d shows the BER for different SNRs for the Tanh-BAE and the QAM modulation for the different modulation orders. It can be seen that the autoencoder performs close to the baseline for all modulations, as expected. However, we observe again the effects of the autoencoder being trained for a single SNR, as for $k = 4, 6$ the performance for lower SNRs is slightly worse. This could be addressed by training an autoencoder per SNR.

Memory allocation. Lastly, we compare the estimated memory allocation as obtained in the previous sections and the real measured allocation using a GPU NVIDIA A100. Fig. 2a and Fig. 2b show the estimated and measured memory consumption for different configurations of the AE and BAE respectively. The results show that the measured memory allocation is larger than the estimated one, e.g., it is $\sim 0.7$ GB larger for the first three configurations of the AE in Fig. 2a and for all configurations in the BAE in Fig. 2b. We assume this is due to this GPU having a different CUDA-context value (pre-allocated memory) than the one measured in [4] as this can vary with the GPU and also with the framework implementation. The
fourth configuration of Fig. 2a presents a larger error in the estimation, however it is inside the bounds of what the authors report in [4] (16% error for Tensorflow implementations). In general, it is hard to analyze the GPU memory usage as it largely depends on the implementation, the framework and APIs but having an estimate allows to study the practicality of our solutions. Our estimate very well follows the trend of the different true allocations.

7 RELATED WORK

In this paper, we focus on ML applied to the end-to-end learning of communication systems using autoencoders [1, 3, 9–11, 14]. The concept of end-to-end learning for communications systems using autoencoder was first introduced in [10].

End-to-end learning for SISO: Since the field of ML based physical layer design is very recent, most of the works in the literature focus on developing the general architecture and therefore use simple AWGN channels [10, 11, 14]. Some works present more complex channel models [3], considering up-sampling, pulse shaping, constant sample time offset, constant phase offset, Carrier Frequency Offset (CFO) and AWGN.

End-to-end learning for MIMO: The SISO work of [10] was extended for MIMO systems in [8], with a Rayleigh fading channel as channel model. The authors consider a closed-loop MIMO system and compare it against a standard Singular Value Decomposition (SVD)-based MIMO precoding technique. The authors further compare an open-loop MIMO architecture without any CSI knowledge, as well as MIMO with perfect CSI knowledge and CSI with quantized values. The results demonstrate gains for the 2x2 scheme with perfect CSI at the transmitter. Finally, the work in [12] extends the work in [8] by giving more details about the architecture and benchmarking the gains for a 2 × 2 systems and low order modulations. However, none of the above-mentioned works study larger systems of antennas; only 2 × 2 systems have been considered so far. Similarly, modulation schemes are restricted to 4 bits per symbol or less. However, high-order MIMO and modulation schemes are highly interesting for end-to-end learning due to the inherent complexity when implemented using conventional signal processing algorithms.

8 CONCLUSION

In this work, we carry out a deep analysis of the scaling properties of end-to-end learning for communications for MIMO systems and/or high-order modulation schemes. We conclude that the bottleneck is due to the inputs (as one-hot encoded vectors) and outputs (as probability vectors) of the designed network. These large MIMO systems constitute highly demanding scenarios in which training would require unmanageable memory resources. We study typical approaches available in DL to reduce the memory allocation. However, all of these approaches fall short in sufficiently reducing the memory consumption. Finally, we present a bit-wise architecture for MIMO (BAE) and a novel encoder Tanh-BAE, that allow to reduce the memory allocation by several orders of magnitude. Our evaluation shows that the BER performance of Tanh-BAE is better than that of the classical autoencoder for the MIMO system improving the state of the art for end-to-end learning for MIMO communications. Thanks to our analysis and design, it is now possible to study large system of antennas. This study is an important first step towards developing practical end-to-end learning algorithms for large scale MIMO systems.
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