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ABSTRACT
Mobile network operators are expected to face significant
traffic increase in the upcoming years. One alternative me-
thod is to intelligently move transmissions to times of net-
work underutilization, either on 3G/4G or by offloading to
WiFi. Video content, predicted by Cisco to constitute 69%
of mobile traffic, offers the greatest potential for offloading.
To this end, the demonstrated app strives to relieve the mo-
bile network in a two ways. First, long-term prefetching
of promising videos based on posts from the user’s Online
Social Network feed is performed. The knowledge about
which video is likely being requested in the near future of-
fers the opportunity to schedule the transmission accord-
ing to its probability of being watched. Second, the ap-
proach is complemented with short-term prefetching, which
is used whenever a content could not be downloaded by long-
term prefetching. In this case, resources are optimized so as
to maximize the communication efficiency while preserving
the quality of service. The demonstrated app considers the
smartphone’s observed cellular network history to optimize
the mobile throughput. A customized video player imple-
ments both the long-term and short-term prefetching. It re-
duces both the load on mobile networks, decreases playback
pausing events and hereby achieves a high QoE. Thus, the
player addresses both the operators’ and the users’ needs.
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1. INTRODUCTION
Mobile Internet access is an indispensable part of today’s

life. Many services, e.g. Facebook and Twitter are mainly
accessed through mobile networks. The worldwide mobile
traffic has increased by 81% in 2013 [3]. The monthly data
volume is expected to increase tenfold, whereas the capacity
is expected to only increase twofold till 2018. This raises
new challenges for mobile network operators and endangers
a stable service. Femto cells and the allocation of addi-
tional frequency bands for mobile networks alone are not
sufficient to overcome this issue [8]. Efficient content distri-
bution strategies, e.g. prefetching, can reduce this gap.

This demonstration shows that efficient content distri-
bution strategies as developed in the eCOUSIN research
project [1] can help both users and mobile operators. The
demo consists of three main contributions: First, mobile net-
work offloading by enabling smartphones to prefetch videos
form Online Social Networks (OSNs) over WiFi is demon-
strated. Second, the impact of resource allocation opti-
mization is shown by showing how a video stream could
be transmitted with a more efficient resource usage while
maintaining the users’ QoE. Third, we visualize the achieved
gains in network performance with controlled experiments.
An Android app called Mobile Social Prefetcher capable of
prefetching videos over WiFi is demonstrated. Additionally,
if prefetching is not suitable, streaming is optimized to en-
sure a high QoE. In particular, when the smartphone user
starts the playback of a remotely stored video, the app opens
a customized video player, which allows both local playback
of prefetched content and QoE-aware streaming. This player
- instead of, e.g. the YouTube app or the browser - displays
the video. If the video is not prefetched, it will be streamed
by dynamically adapting the transfer rate depending on the
playback buffer and the network conditions. The system
demonstrates that by prefetching content on-demand over
WiFi, the costs can be significantly reduced including en-
ergy and mobile data plan expenses. Short-term prediction
helps optimizing the bandwidth usage of the mobile con-
nection (e.g., to smooth traffic peaks and to reduce load
on congested cells). Long-term prediction helps to actively
load contents in advance. For this case, it has been shown,
e.g., in [9], that OSNs are predictive for single user video
consumption. In the following, Section 2 describes the ap-
plication architecture, while Section 3 gives details about
the demonstration.
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Figure 1: Architecture of the Mobile Social Prefetcher

2. SYSTEM ARCHITECTURE
Fig. 1 depicts the architecture of the Mobile Social Pre-

fetcher app. The main components include the Social Data
Manager, the Content Prefetcher, the Network component
and a customized video player. All components run on the
user’s mobile device.

2.1 Social Data Manager
The Social Data Manager continuously monitors the user’s

OSNs. For every OSN, a special crawling module is used.
This key module of the demonstrated software accesses the
user’s OSN-feed to request information about video posts.
Additionally, the ongoing interactions of the user with his
friends and his content-specific interactions are monitored.

The Social Data Collector hands the information acquired
by these modules to the Data Aggregator Module. Meta
data such as timestamps and dates are stored in a uniform
manner in a local database by the Social Tracer. To de-
termine which items should be prefetched first the Social
Predictor stores the candidates with a priority in the lo-
cal Prefetching Candidates database, which is used by the
Content Prefetcher. Prioritizing different videos is a topic
of ongoing research. For the demo, the priority is derived
by a simple metric based on the video’s popularity. To this
end, the number of Facebook likes for a given video is used.
Currently, the application supports Facebook, but it will be
extended for further OSNs in the future.
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Figure 2: Videos are prefetched in order of their like count
if a certain threshold is exceeded.

2.2 Content Prefetcher
The Content Prefetcher identifies relevant videos for a

user and downloads them whenever Wifi connectivity is avail-
able. This is done at a particular interval (prefetching fre-
quency) which has been set to 15 minutes for the presented
demo. Relevant videos include popular videos that have re-
cently been posted on the user’s Facebook feed. For the
demo, only videos posted within the last 24 hours are con-
sidered. A video is considered popular if the number of Face-
book likes for the corresponding video post exceeds a certain
threshold. The like count also determines the order in which
videos are prefetched. To illustrate this, Fig. 2 provides an
example with three video posts on the user’s Facebook feed
and the corresponding like count evolution over time. As
the like count exceeds the threshold, the respective videos
are downloaded by the Content Prefetcher during the next
prefetching interval. The maximum number and frequency
at which videos that are downloaded are design parameters
which will be investigated in more detail in future work. The
Decoder translates the OSN URL to the URL of the corre-
sponding mp4 file and passes it to the Download Client. The
Download Client performs the content download, takes care
of connection interruptions, and selects a resolution appro-
priate for the smartphone’s display if multiple are available.
The Download Scheduler allows download scheduling for the
prefetching candidates. This enables postponing the down-
load until certain conditions are met, e.g. WiFi is available.

2.3 Bandwidth Optimization
To be able to feed the Bandwidth Optimization module

with predictions and their confidence, a bandwidth predic-
tion module is used. This module considers statistical infor-
mation about user mobility and the available bandwidth in
a given mobile network cell. In order to combine all the sta-
tistical information, different predictors will be jointly used.
In particular, we use different solutions for the short (e.g.,
tens of seconds, a few minutes) and the medium-long (e.g.,
tens of minutes, hours) term predictions.

The short term prediction is achieved by means of a sim-
ple AutoRegressive-Moving Average (ARMA) filter [5]. The
algorithm for applying the filter and its coefficients have
been previously tuned according to user’s past information.
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Figure 3: Left side: circles represent video events on the time line of a given users. These events are color coded so that
orange stands for publish time, green for prefetch time and play for watch time. The area behind the dots is coloured yellow
or green if the mobile has mobile or WiFi access respectively. Right side: Video 5 is streamed from remote as it has not been
prefetched before. The figure illustrates the bandwidth usage policies depending on the measured and forecast signal quality.

Depending on the user’s movement speed, the prediction va-
lidity varies between a few ten of seconds (fast movements)
up to some minutes (quasi-static scenarios). During the va-
lidity time, the filter predicts the future mobile throughput.

The medium-long term prediction is performed by statis-
tical models [4]. These models account for the degradation
on the accuracy of both the user position and the network
cell congestion while the prediction is made in the future.

By combining the two prediction techniques, this compo-
nent decides when it is best to prefetch a content and, if the
content has to be streamed, what is the best way to allocate
resources in order not optimize the cost.

3. DEMONSTRATION
The demonstration involves an Android smartphone and

two WiFi hotspots. One hotspot simulates a cellular net-
work during the demo (SSID: Cellular). A second hotspot
is considered to be an ordinary WiFi hotspot (SSID: WiFi).
One part of the demo is shown on a smartphone on which
the app is installed. The app’s behaviour on the smartphone
is shown by connecting it to one of the two hotspots. As
soon as the user starts a video playback, our video player,
which is integrated in the app, can be selected and chosen
for playback. The demonstration will focus on two scenarios,
in which background processes are visualized on a laptop.
The app is the basis for an international study focussing on
Germany, Spain, and France. During the demonstration,
the collected data will be visualized in a privacy-preserving
manner. Fig. 3 shows such an example of a typical usage dia-
gram. The dots on the left indicate video posts on the corre-
sponding user’s Facebook feed. For example, the first orange
circle of the demonstration user, marked with 1, indicates a
video on his Facebook feed. As soon as WiFi gets available,
the app begins prefetching the videos, in this case Video 1,
2, and 3. Due to legal restrictions only during the demon-
stration content prefetching is enabled. The experimental
version [2], that everyone can retrieve disables prefetching.
Prefetched videos are indicated by a green circle. If a user
watches a video, it is indicated by a blue circle, e.g., Circle 5.
In case of this video prefetching prediction did not list it as
a candidate. It has not been prefetched. Thus, it has to be
streamed. The buffer filling strategy and the network con-
nectivity prediction is shown on the right side. During the
demonstration, this network conditions and the predictions
are simulated using real traces. The reason for this is that

the prediction model is based on the ARMA model, which is
based on regular movement and connectivity patterns of the
app user, as described earlier. The app is the basis for an
international study which focuses on Germany, Spain, and
France. During the demonstration, the collected data will be
shown in a privacy-preserving manner. Fig. 3 shows an ex-
ample view of what we plan to demonstrate. Here the data
for a subset of all participating users and the demo device
will be visualized live. New posts occurring on the users feed
are indicated by a dot on the user’s time-line. The vertical
green line indicates the current time, which moves during the
demo. Prefetched videos are indicated by highlighting the
post-circles green, which applies for the demo device only.
Furthermore, above the user time-line it is indicated if the
screen of the user was enabled and for how long. This infor-
mation offers meaningful data, e.g., when and for how long
users use their smartphone and enables the development of
individual prediction models. Specific models are planned
as further research described in [7]. Underneath the user
time-line, the network interface by which the user is con-
nected to the Internet, is shown. Here three different colors
indicate the connection type. WiFi networks are indicated
by green, 3G as grey, and LTE as yellow. WiFi connections
observed are important, since they indicate offloading possi-
bilities. This is an important observation since prefetching
performed over WiFi is about 10-times more energy efficient
and often faster than over cellular networks [6].

3.1 Scenario: Prefetching
The first demonstrated scenario is the long-term prefetch-

ing scenario. Prefetching will only be performed if the smart-
phone is connected to a WiFi network. The video content,
on which the app relies, is retrieved from a feed of a Face-
book profile created for the demonstration. This profile is
assigned to a couple of channels which post videos. Addi-
tionally, the audience is offered to create new posts on this
Facebook feed. To illustrate the app’s behaviour in a repet-
itive manner, a discard function is implemented in the app,
which will delete all prefetched videos. Furthermore, it en-
ables our second scenario, where a video is streamed in a
network-friendly manner. In case the app is connected to
WiFi the prefetching of the latest videos becomes visible on
the smartphone immediately. Additionally, for the demon-
stration, a live view on the content becoming available at
the feed is visualized with orange circles, see Figure 3.



Figure 4: Left side: Normal player internal. Right side:
Prediction-based optimized player.

3.2 Scenario: Streaming
The second scenario to demonstrate is the short-term pre-

fetching scenario. If the connection is established to a cel-
lular network, the Mobile Social Prefetcher will perform a
local playback if the content was prefetched during a pre-
vious WiFi connection. All playback functionality is imple-
mented in a custom video player. In case the video is not
prefetched, the Bandwidth Optimizer module optimizes the
video streaming. To show this during the demo, the band-
width of the simulated cellular network will be shaped to il-
lustrate the app’s operation under realistic conditions, when
the connectivity changes over time. Our custom video player
shows at the top of the screen the actual video, and, at the
bottom, the internals of the application related to the buffer
status, the used bandwidth according to the Bandwidth Op-
timizer module and the predicted bandwidth availability.

The video playback is smoothed without pausing or stall-
ing, while the bandwidth will be only used when the (em-
ulated) capacity will be high. In order to show the differ-
ence with respect to the normal operation of the Android’s
default player we will run the same demonstration exclud-
ing the Bandwidth Optimizer module. See in Figure 4 two
screenshots of the application UI: on the left, the buffer sta-
tus and the bandwidth usage of a normal player are shown
in red and cyan respectively, while on the right the same in-
formation is visualized for our improved application as well
as the predicted bandwidth availability (green).

Compared to the normal player, our optimized applica-
tion is able to refrain from using the bandwidth if it is low
and it is not needed for the desired quality of experience. In
addition, the prediction visualization illustrates how effec-
tively the application made used of the periods in which the
prediciton of the achievable data rate has been higher. Fi-
nally, the buffer status of the optimized player is consistently
emptier compared to a normal player, thanks to prediction.
In fact, knowing that a higher data rate is available in the fu-
ture allows the optimized player to avoid buffering too much
data, when this is not necessary.

4. SUMMARY
The demonstrated Mobile Social Prefetcher app has the

potential to enhance the users’ QoE and at the same time
to cope with varying network conditions. Relying on the
videos posted on the user’s personal social network feed,
the app prefetches videos if WiFi is available. The play-
back of prefetched videos will be performed locally when
requested by the user. If a video could not be prefetched
because it was posted quite recently or no WiFi is available,
a network-friendly streaming is performed. Here, the video
player buffer is filled depending on the current network con-
ditions and, therefore, reduces stalling events even under
bad network conditions. This is demonstrated in a compari-
son of our app against the native Android video player under
realistic network conditions.

Since we use a video player which can be handled as any
other video player, our approach minimizes the effort for the
user. Concluding, this demonstration offers an interactive
experience using Facebook and video playbacks. The video
post publishing, prefetching, playback, and streaming are
shown on a live view during the demo. Additionally, data
collected from other users using the app in a user study are
also shown live.
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