
1812 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 19, NO. 6, DECEMBER 2011

Fig. 1. Per-packet backoff probability as a function of the observed delay.

II. AQM EMULATION TO ENSURE FAIR COEXISTENCE WITH

LOSS-BASED FLOWS

Our basic idea is motivated by recent work concerning active
queue management (AQM) emulation from end-hosts using
delay measurements, called Probabilistic Early Response TCP
(PERT) [17]. The basic idea behind PERT is very simple and
involves responding to delay in a probabilistic rather than
deterministic manner. By judiciously selecting the manner of
the probabilistic response, Bhandarkar et al. [17] are able to
emulate, from end-hosts, the behavior of a range of AQMs. To
facilitate such AQM emulation, each PERT flow probes the
network for congestion as a normal AIMD flow, but reduces
its congestion window in a probabilistic manner that depends
on the estimated network delay. We refer to this mechanism
as a backoff policy. The authors of PERT demonstrate that (in
principle) any AQM can be emulated by selecting the backoff
policy appropriately. However, it was subsequently shown
that their algorithm fails to solve the coexistence problem in a
satisfactory manner [25]. In particular, it is shown in this latter
paper that PERT can lead to high loss rates when loss-based
flows are present, and that the delay-based flows may fail to
revert to delay-based operation when the loss-based flows
leave the network. Our main contribution here is to present a
similar idea that can be used to solve the coexistence problem
by carefully choosing the probabilistic backoff function while
avoiding many of the side-effects of the PERT strategy. As we
shall see, our strategy, referred to as Coexistent TCP (Cx-TCP)
further in this paper, avoids problems of adjusting AIMD
parameters, keeps the network loss rate low when loss-based
flows are present, and ensures that the delay-based flows revert
to delay-based operation when loss-based flows are no longer
present in the network (termed here as on/off behavior), even
though these flows do not attempt to sense the presence of such
flows directly.

Specifically, our basic idea is to achieve coexistence by
carefully selecting the backoff policy to achieve fairness and
on/off behavior. In what follows, we assume that queueing
delay and minimum and maximum round-trip
times can be estimated reliably by all delay-based
flows in the network and do not consider the issue of slow
start for delay-based flows. These, and other issues that are not
within the scope of this paper, are discussed in our previous
work and in previous work by other authors [15], [20]–[22].

We select probabilistic backoff strategies of the form depicted
in Fig. 1. As can be observed, the per-packet backoff probability
function has two parts: a part that increases monotonically
with the delay (Region A) and a part that decreases monoton-
ically with (Region B). This form of AQM emulation has the
following properties.

Algorithm 1: Pseudocode for Cx-TCP Algorithm

On receipt of each ACK:
Estimate the current queueing delay:
Set : (only nonzero values are shown)

for

for .

Pick a random number , uniformly from 0 to 1
if then

reduce by
else

increment by
end if

(i) Assuming that the maximum equilibrium loss rate
is large enough, the network stabilizes in Region A when
only delay-based flows are present.

(ii) When loss-based flows are present, the network is driven
to Region B, and delay-based flows behave as loss-based
flows due to the low per-packet backoff probability.

(iii) When loss-based flows switch off, provided the network
is appropriately designed, the network cannot stabilize
in this region due to a backward pressure exerted by the
probability function. Namely, as the flows experience
backoffs, the queueing delay reduces, thereby increasing
the per-packet backoff probability, thus making further
backoffs more likely. This process continues until the
network stabilizes in Region A.

As can be seen, this type of strategy should achieve coexistence
of loss- and delay-based AIMD flows, without a discernible
increase in network loss rate. Furthermore, the back-pressure
described in (iii) should ensure on/off behavior. Related work
to that presented here is given in [26] and [27], where the co-
existence of different types of congestion control algorithms
is studied. The authors analyze there the qualitative properties
(uniqueness, existence, optimality, and stability) of equilibria
that arise in such networks. Our work in this present paper goes
beyond this work. In contrast to purely heterogeneous setup an-
alyzed in [26] and [27], our work focuses on practical methods
for designing the protocols with equilibria that have desirable
quantitative properties. Namely, when Cx-TCP competes with
a loss-based-TCP, the design of Cx-TCP ensures that a Cx-TCP
flow converts into a loss-based flow (with a minimal number of
non-loss-based backoffs), which means that standard homoge-
nous model closely approximates the equilibria of the mix of
Cx-TCP and loss-based TCP flows (see Section III for the em-
pirical evidence of this fact). In this sense, we engineer some
of the equilibria in our network to be unstable and use this as a
means to ensure switching between loss-based and delay-based
operational modes.

The basic Cx-TCP algorithm is summarized in Algorithm 1.
is estimated as the difference between the weighted average

of the RTT and its minimum observed value. To ensure similar
number of RTT samples for flows with different RTTs, the RTT
weight is set proportionally to the ratio of the average RTT and
the cwnd value for a given flow. Again, the reader should be
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TABLE I
SUMMARY OF THE SCENARIO PARAMETERS

Fig. 2. Proposed algorithm in a single-bottleneck scenario: average queueing
delay as a function of the number of flows for a bottleneck capacity of 25 Mb/s.

reminded that this paper does not discuss the accuracy of such
an estimate.

Comment: Finally, we emphasize that our objective here is
to present a simple idea that may be very useful in solving the
coexistence problem. In its current embodiment, the idea works
best in heavily multiplexed environments with reasonably sized
queues, and this is reflected in the experimental results given in
the paper. Extensions to light levels of multiplexing have been
studied in [28]. Clearly, the queue provides the delay signal, and
small buffer sizes will be problematic for the algorithm. How-
ever, since our algorithm keeps the delay in the network low, the
effects of large buffer sizes are mitigated by the performance of
our algorithm.

III. BASIC OPERATION OF ALGORITHM

To illustrate the basic operation of Cx-TCP described in
Section II, we now present a number of simple experiments.
We begin with a single-bottleneck topology and then progress
to a more realistic multiple-bottleneck scenario. Our objectives
are: 1) to demonstrate that low-delay networks can be realized
in homogeneous environments; 2) to illustrate that almost
perfect coexistence can be achieved; 3) to examine the fairness
properties of the algorithm in mixed environments; 4) to show
that the loss rate is low (not worse than that of just loss-based
flows) when loss- and delay-based flows coexist together; and
5) to demonstrate that on/off switching can be achieved. All
experiments are constructed with these objectives in mind.

Fig. 3. Performance with 20 flows on the reverse path: average queueing delay
as the number of flows on the forward path.

A. Single Bottleneck
We begin with the evaluation of Cx-TCP in a single-bottle-

neck scenario in a classic dumbbell topology. In the following
tests, we use ns-2 [29] simulations with the most important
settings specified in Table I. As for the Cx-TCP parameters,
the algorithm proposed here emulates RED AQM in the re-
gion A (Fig. 1). Consequently, one method to select the param-
eter values for (5 ms), (20 ms), and (5%) is to use
the rules for RED parameter settings [17]. Note that parameter
settings provided here are suitable for a range of link capacities
and bandwidth. See basic feature and scalability tests for more
comments on that matter.

1) Basic Feature—Low Delays for Homogeneous Networks:
In Fig. 2, we first demonstrate that our algorithm does indeed
yield low-delay networks in case all flows are delay-based. As
already mentioned in Section II, the maximum equilibrium loss
rate is given by (see Fig. 1). This means that the net-
work will revert to a loss-based network if there is a very large
number of network flows (related to the available network ca-
pacity; here, it is between 50 and 55 flows for a 25-Mb/s bottle-
neck)—namely, if the required equilibrium loss rate is greater
than . This property is desirable as it is well known that
estimation of queueing delay is difficult in networks with very
large multiplexing of flows [22].

2) Reverse-Path Traffic: It is well known that reverse-path
traffic can increase the ACK losses for the forward-path flows.
To check the influence of this issue on the performance of our
algorithm, we introduce 20 long-lived flows using also Cx-TCP
on the reverse path. Fig. 3 illustrates the results for the average
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Fig. 4. Illustration of the properties of Cx-TCP in homogeneous scenarios: (a) link utilization, (b) window fairness, and (c) convergence properties.

Fig. 5. Coexistence of the delay-based flows and standard TCP flows in terms of the normalized average throughput for the following mixes of flows: (a) the (20,
10) mix and (b) the (10, 20) mix.

as a function of the number of delay-based forward-path flows
sharing the same 25-Mb/s bottleneck with 20 delay-based flows
on the reverse path. It can be clearly seen that the limit of the
operation of the presented algorithm has been decreased to ac-
commodate the reverse-path traffic.

3) Further Features in Homogeneous Scenarios: Apart from
maintaining low queueing delay when operating in the delay-
based mode, Cx-TCP has several interesting features that are
illustrated in Fig. 4.

1) The proposed algorithm depends on a nonzero average
queuing delay. Thus, by the very nature of this hypoth-
esis, we are assuming that the link is close to being fully
utilized at all times. This is indeed the case, and for all re-
ported experiments, the average link utilization has been
kept at very high level of 95%–97%, e.g., see Fig. 4(a)
depicting instantaneous and average link utilization for
30 flows competing on a 50-Mb/s bottleneck.

2) The proposed dropping policy (shown in Fig. 1) emu-
lates RED. As such, it strives to achieve window fair-
ness, i.e., in the equilibrium state all flows have, on av-
erage, the same cwnd. This is illustrated experimentally
in Fig. 4(b). Here, 30 flows with RTTs uniformly dis-
tributed between 30 and 130 ms all achieve similar av-
erage window size.

3) Finally, we examine the convergence properties of
Cx-TCP in a setting where varies instantaneously for
a given bottleneck capacity (50 Mb/s). This is depicted
for a selected flow in Fig. 4(c). Initially, 31 delay-based
flows run the proposed algorithm, and then flows ei-
ther enter (additional 20 flows at time 200 s) or leave
(30 flows at time 400 s) the discussed scenario. As

can be seen for the presented flow, the allocation of
bandwidth switches instantaneously to the correct
equilibria.1

4) Fairness: Next, we examine the ability of delay-based
flows to coexist (fairly) with standard loss-based flows. Fig. 5
depicts the normalized average throughput (the fraction of the
highest average throughput among all flows over a 500-s-long
experiment) for a network with two different mixes of standard
TCP and Cx-TCP flows (a total of 30 flows). Note that while
there is a bias in favor of the loss-based flows (due to the fact that
the delay-based flows experience a small number of non-loss-in-
duced backoffs in the high-queue regime), there is a reasonably
fair coexistence of the loss-based and delay-based AIMD flows.
Furthermore, the aforementioned bias in favor of loss-based
flows can be controlled by carefully selecting the backoff policy.
Notwithstanding this latter observation, the experiments never-
theless demonstrate very good coexistence of the delay-based
and loss-based flows as measured by the average throughput.

5) Scalability: As already mentioned, the parameter settings
of the proposed algorithm influence the range of bandwidth in
which Cx-TCP can operate. To check that, we run a test in a sce-
nario with a 500-Mb/s bottleneck. To meet the design assump-
tions, we keep the ratio of from the fairness experiments
unchanged. This yields a scenario with a mix of (400, 200)
delay- and loss-based flows. As can be seen in Fig. 6, Cx-TCP is
able to keep the fairness property constant, despite a slight bias
in favor of the loss-based flows (see fairness comments).

1Due to the limited editorial space, not all result for this particular experi-
ment can be included here. For more results, please refer online to http://www.
hamilton.ie/lukasz/c-tcp.html
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Fig. 6. Scalability of the proposed solution (preserving the ��� ratio): coex-
istence of the (400, 200) mix of flows in a scenario with a 500-Mb/s bottleneck
bandwidth.

Fig. 7. Comparison in terms of loss rate: 20 delay-based flows coexisting with
10 standard TCP flows and 30 standard TCP flows.

6) Loss Rate: Now, we examine the effect of our algorithm
on the network loss rate (in the loss-based operation mode, the
backoff probability is low enough so that the congestion is con-
trolled by packet losses). To do this, we compare the behavior
of 20 delay-based Cx-TCP flows coexisting with 10 standard
TCP flows with a scenario in which all 30 flows are standard
loss-based TCP. The results are depicted in Fig. 7. Observe that
the proposed algorithm does not significantly increase the net-
work loss rate in the presence of loss-based flows. Fair coexis-
tence is achieved without any unnecessary tradeoffs.

7) On/Off Switching: Our primary objective in this work was
to develop a delay-based algorithm that behaves as a loss-based
TCP when competing with loss-based TCP flows, but other-
wise reverts to delay-based operation. This behavior is captured
in Fig. 8. Here, 30 flows (20 delay-based and 10 intermittent
loss-based flows) compete for the available bandwidth. Between
100 and 300 s, when the loss-based flows appear in the net-
work, the delay-based flows behave as standard TCP flows and
compete fairly for bandwidth. Otherwise, they strive in a co-
operative manner to keep the queueing delay below a certain
threshold . Note also that the mode switching occurs au-
tomatically (and swiftly) without any complicated sensing or
signal processing to determine whether or not the loss-based
flows have left the network. Note also that for this algorithm,
the operation mode is decided upon by the average value of
and not the instantaneous one. Thus, may be exceeded lo-
cally, but it is the average value of that decides which opera-
tion mode to choose. We believe that this mechanism is novel
in delay-based congestion control context and has uses beyond
the present context.

Fig. 8. Coexistence of 20 delay-based flows with 10 loss-based flows switching
on and off: (a) queueing delay at the bottleneck; (b) loss rate.

B. Multiple-Bottleneck Scenarios
Next, we examine Cx-TCP in a multiple-bottleneck situa-

tion. Objectives stay the same, as stated in the introduction to
this section. The scenario under test is the simplest parking-lot
topology and comprises a cascade of two bottlenecks, with half
of all flows traversing both the first and second bottleneck (and
the remaining half living in the second bottleneck only). The
first bottleneck has a capacity of 12.5 Mb/s and a 155-packet
queue, whereas the second bottleneck has 25-Mb/s capacity and
a 310-packet queue, respectively. Each of the bottlenecks in-
troduces 5 ms propagation delay and serves a drop-tail queue.
Apart from the flows under evaluation, in the coexistence ex-
periment, 10 mice flows are added on each bottleneck to make
the scenario more realistic. All the remaining parameters are the
same as for the corresponding tests in Section III-A.

1) Coexistence With Loss-Based Flows: First, we compare
30 delay-based flows using Cx-TCP to a mix of (20,10) delay-
and loss-based flows split evenly between two bottlenecks.
Fig. 9 shows the results for each set in separate rows (the
scenario with all flows being delay-based is shown in the upper
row, whereas the mix of delay- and loss-based flows is shown
in the lower row). In case there are only delay-based flows,
the algorithm is able to keep queueing delay below the
threshold at each of the bottlenecks (again, readers should
be reminded that it is the average value of that decides the
operating area). We shall see that such a homogeneous network
has similar properties to a network in which a RED AQM is
deployed. Note also that in presence of the standard TCP flows,
the algorithm switches to a loss-based operation, filling the
queues at each bottleneck, but preserving the overall fairness
with standard TCP counterparts [Fig. 9(f)].

2) On/Off Switching: Next, we check the dynamic behavior
of Cx-TCP in the multiple-bottleneck scenario with 30 flows (20
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Fig. 9. Coexistence of 20 delay-based �ows and 10 standard TCP �ows (lower row) in comparison to 30 delay-based �ows (upper row) in a multiple-bottleneck
scenario: (a), (d) queueing delay at the �rst bottleneck; (b), (e) queueing delay at the second bottleneck; (c), (f) average throughput.

Fig. 10. Coexistence of 20 delay-based �ows with 10 loss-based �ows switching on and off: queueing delay at (a) the �rst bottleneck (where the loss-based
interference appears), and (b) the second bottleneck; and (c) corresponding loss rates.

delay-based and 10 intermittent loss-based �ows) competing
for the available bandwidth (Fig. 10). When 10 loss-based �ows
appear at the �rst bottleneck (100–300 s), the �ve delay-based
�ows living there switch to the long-queueing-delay mode and
compete fairly for bandwidth. Meanwhile, the 15 delay-based
�ows at the second bottleneck stay in the low-queueing-delay
regime. Note that the high queueing delay (and nonzero loss
rate) operation affects only the bottleneck where the loss-based
�ow appeared. Otherwise, when there are only delay-based
�ows (before 100 s and after 300 s), the low-queueing-delay
regime is maintained at both bottlenecks.

IV. M ATHEMATICAL ANALYSIS

Having outlined the basic properties of our algorithm, we now
characterize some of these properties in a mathematical frame-
work. Our starting point is the single-bottleneck scenario. We
show, using a �uid (Kelly) like argument, that the on/off be-
havior is a manifestation of the interaction of stable and un-

stable equilibria in the network. We then extend this result to
multiple-bottleneck networks.

Basic Notation:By and , where , we
denote the queueing delay and congestion window size
of �ow at time .

Basic Model (Single Bottleneck):We essentially use a mean
�eld �uid model to demonstrate the plausibility of our approach.
Clearly, an accurate modeling of TCP dynamics merits a much
more complicated discrete event model. Nevertheless, our ap-
proach follows accepted practice in the community, and these
models do provide a reasonable approximation in highly mul-
tiplexed situations. Our analysis is based on the following as-
sumption. The evolution of the average window size over one
RTT is determined by: 1) the probability of a backoff, and 2) the
rate at which the window variable grows. When analyzed over
one small time interval , the equation describing this evo-
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lution is the same for all �ows and is given by
, where is the probability that during

the time interval a backoff occurred for �ow . Di-
viding by yields

(1)

We denote by the number of packets the source of �ow
with congestion window size of sends in the interval

. Then, , and we can approximate

as . In the limit
, this yields

(2)

We are going to use this very general equation (2) to model our
system also in the multiple-bottleneck case.

We start our analysis by regarding a scenario with�ows
competing at a single bottleneck. The dynamic system we are
going to analyze is given by (2) for all , and we
model queue dynamics as

for

for
(3)

where is the queue length. For any functionthat maps into
the real numbers, we denote by the nonnegative part of,
that is . and are coupled as . If
we set and abusing notation
and accordingly , then the backoff probability
function is of the form

for
for

(4)

for positive constants , , .

Comment:For mathematical convenience, we have assumed
a piecewise linear function . The following analysis can be
carried out for any with the same qualitative properties;
namely, it strictly increases in and strictly decreases in

. Some of the details change, but the approach ex-
tends in complete generality (a completely general discussion
is omitted here due to space limitations).

Comment:It is important to note that the following analysis
extends the short mathematical description given in [24] and
[25] by including a detailed queue model. In the cited short pa-
pers, a brief analysis based on simpli�ed queueing behavior is
presented.

Lemma 4.1:The system (2)–(4) can be designed such that it
has two equilibria in the positive orthant: one for
and one for .

Proof: Setting (2) to 0 yields , and thus

, as we are only interested in physically feasible solutions.
That implies that, in equilibrium, all window sizes are the same:

. Now, setting (3) to 0 yields
. For , we have , and

thus

(5)

It can be seen that the right-hand side of this equation is strictly
decreasing in , hence there is at most onesatisfying (5). By
choosing appropriately, we can assure its existence in the
aspired position.

For , we have , and thus

(6)

It is easy to see that for positive, the left-hand side of this
equation is strictly concave, while the right-hand side is strictly
convex. Accordingly, there are no more than two possible values
for to solve (6). Bearing in mind that we need

for to be continuous, the parameters, can now
be chosen such that the largest value ofis in
while the other is not and will be cut off as a result.

Comment: For illustration, it is easily veri�ed using (5)
and (6), and the equation for , that the following homo-
geneous network has the properties claimed in Lemma 4.3:

Mbs; [ms] (for all �ows); .
[ms]; [ms]; [ms]; .

Lemma 4.2: The equilibrium with is locally
asymptotically stable.

Proof: We use the following coordinate transformation:
for all and . This

shifts the equilibrium the point with all coordinates equal to 0
and enables us to apply a standard Lyapunov argument. Accord-
ingly, we de�ne .

We will further write (3) in the form

(7)

where we used the identity

, and in the last step we used
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where we used the same trick as for (23) and (24). A
Lyapunov function that will prove instability is given by

(32)
In every neighborhood of the equilibrium, we can
find such that

is negative. Furthermore

(33)

shows the instability of the considered system
by the Lyapunov Instability Theorem (see, e.g.,
[30, Theorem 3.2.37]), which is applicable because
there are no invariant sets in . The argument here
is the same as in 1).

iii) Now, let each flow use (22) as its probability function.
Thus, each flow in our system uses one of the probability
functions (20) and (21), with the above defined switching
rule. Let denote the set of flows using initially (20) and
by the set of flows using initially (21). For any partition

, of , (18) and (19) give us an equilibrium
of our system. We will show that this equilibrium can only
be stable if is the empty set. If is the empty set, then
the equilibrium is asymptotically stable. Let us assume

. The dynamic becomes

(34)

(35)

The function

(36)

is a Lyapunov function that will prove instability.
In every neighborhood of the equilibrium, we can
find such that

is negative. Furthermore,
(37) proves instability of the system by the Lyapunov
Instability Theorem [30, Theorem 3.2.37], which is again
applicable because there are no invariant sets in .
The argument here is the same as in 1).
Notice how we used findings from (28) and (33) to de-
velop the following:

(37)

The stability results for nonlinear probability functions follow
from [33, Theorem 6.8]. We state the relevant special case in the
following corollary.

Corollary 4.5: Let be a hyperbolic equilibrium of the
system described by (16), (17), and arbitrary smooth probability
functions , . Then, we have the following.

1) is locally asymptotically stable for the system if for
all the functions are strictly in-
creasing in a neighborhood of .

2) is unstable for the system if for one the
function is strictly decreasing in a neighborhood
of .

The assumption of hyperbolicity2 cannot be omitted. However,
we suppose that it is a generic property of our system. From
Corollary 4.5, it is now clear that any equilibrium of our system
must be unstable if even one flow is in the high-delay region,
while the unique equilibrium in the low-delay region is asymp-
totically stable.

Comment: The practical interpretation of this result is the
following. If we consider Fig. 1, all solutions converge to the
unique attractive fixed point left of as long as we stay left
of any equilibrium on the right side of . Once we get on the
right side of such an equilibrium, as may happen if loss-based
flows are present, we might get driven further into the high-

2An equilibrium of a nonlinear system is called hyperbolic if its Jacobian does
not have eigenvalues on the imaginary axis. By the continuous dependence of
eigenvalues on matrix entries, almost all matrices have this property.
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Fig. 11. Comparison of 30 flows in a multiple-bottleneck scenario in terms of the average throughput: (a) all flows delay-based and (b) all flows RED.

delay region. However, due to the fluctuations in the queue sizes
driven by the multiplicative backoff behavior of the flows, there
is always a positive possibility that we reach a position left of the
equilibrium. If this happens, the dynamic drives the solutions to
the low-delay equilibrium.

V. CASE STUDIES

We now present a number of case studies to illustrate some
important features of our algorithm.

The first two are comparative studies. We first show that our
algorithm effectively emulates a network of buffers in which
RED AQM’s are deployed, then briefly compare Cx-TCP to a
recently proposed delay-based algorithm that purports to solve
the coexistence problem—namely, the PERT algorithm [17].

Next, we present an application study in which we show,
again briefly, that Cx-TCP may be of use in certain situations
where high delays are inevitable (but nevertheless undesirable).
Specifically, we examine the High-Speed TCP variant.

A. Comparative Study: Emulation of RED AQM
We first show that networks in which our algorithm is de-

ployed (and in which no loss-based flows are present) have
similar characteristics to networks where RED AQM schemes
are deployed. These results are consistent with the simulation
studies presented by Bhandarkar et al. in [17].

We reuse the multiple-bottleneck scenario, discussed pre-
viously in Section III-B. The parameters for the RED model
are adjusted to be the same as the corresponding parameters
of Cx-TCP, namely , , and . Fig. 11 illustrates the
results for the average throughput for 30 flows, half of which
traverse both bottlenecks. As can be observed, the performance
of the proposed algorithm in terms of average throughput is
similar to RED AQM. Consequently, if all flows use Cx-TCP,
the queueing delay can be kept at low levels, and the network
has similar fairness properties to that of a RED network.

B. Application Study: High-Speed TCP
We now show that our basic idea can also be applied to en-

hance the performance of high-speed networks. We begin by
modifying Sally Floyd’s High-Speed TCP (HS-TCP; its details
can be found in [35]) to incorporate our backoff strategy. In this
situation, our backoff strategy offers a number of benefits. These
include not only a low queueing delay, but also enhancing the
network fairness properties by reducing the likelihood of flow
synchronization (by means of the probabilistic backoff). A se-
ries of tests in a single-bottleneck scenario (low delay, fairness,

Fig. 12. Delay-based HS-TCP in a single-bottleneck scenario: queueing delay
for 30 flows.

loss rate, and on/off switching) with the same parameters as
specified in Section III-A has been carried out. Fig. 12 illus-
trates the basic feature of the presented proposal, the ability to
keep the queueing delay low in a homogeneous scenario con-
sisting of flows that use HS-TCP extended with our algorithm.

We examine the ability of delay-based flows to coexist fairly
with standard HS-TCP flows. Fig. 13 depicts the normalized
average throughput for a network with three different mixes
of standard and extended HS-TCP flows (a total of 30 flows).
As in the case of standard TCP, we can observe that the pro-
posed algorithm guarantees fair coexistence in terms of average
throughput rates, between loss and delay-based flows. Next,
we check the network loss rate. We observe in Fig. 14 that
HS-TCP flows using the proposed algorithm experience similar
loss rates as standard HS-TCP flows. In particular, a comparison
of 20 delay-based HS-TCP flows (using the proposed algorithm)
coexisting with 10 standard HS-TCP flows with a scenario in
which all 30 flows are standard (loss-based) HS-TCP witnesses
no significant difference in network loss rate.

Finally, we test dynamic properties of the presented algorithm
in a high-speed network scenario consisting of 20 delay-based
HS-TCP flows and 10 intermittent standard HS-TCP flows (we
repeat analogous on–off switching test from Section III-A).
Fig. 15 illustrates the results of such an experiment both in terms
of queueing delay and packet loss ratio. It can be clearly seen
that the algorithm is able to detect the presence of loss-based
flows and then, once these flow are off, is able to revert back to
the low-queueing delay operation.

VI. CONCLUSION

In this paper, we have presented a method that can be used to
ensure that delay-based AIMD flows operate as loss-based flows
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Fig. 13. Coexistence of delay-based HS-TCP �ows and standard HS-TCP
�ows in terms of the normalized average throughput for (a) the (20, 10) and
(b) the (10, 20) mixes of �ows.

Fig. 14. Comparison in terms of loss rate: 20 delay-based HS-TCP �ows
coexisting with 10 standard HS-TCP �ows and 30 standard HSTCP �ows.

when loss-based �ows are present in the network, allowing fair
coexistence with their loss-based counterparts, and otherwise
revert to delay-based operation mode. We demonstrated both in
experiments and analytically that the proposed solution guaran-
tees the aforementioned features, and that appropriate adjusting
of the maximum equilibrium loss rate permits wide applica-
tion of Cx-TCP, covering a range of different scenarios, e.g.,
fast networks. Finally, to conclude the description of the pre-
sented algorithm, we denote a number of potential limitations
of Cx-TCP. First, our algorithm works best in multiplexed en-
vironments with standing queues. In situations where this as-
sumption is not valid, some unfairness may be introduced when
loss-based �ows are present. A crucial part of the algorithm is
the assumption that all �ows use the same per-packet backoff
probability function and sense the same queueing delay. If this
assumption is not valid, unfairness can be introduced. Also, the
mathematical analysis presented in Section IV is only valid in
situations when the �uid model of TCP provides a description
of the queueing dynamics. However, the qualitative description

Fig. 15. Coexistence of 20 delay-based HS-TCP �ows with 10 loss-based
HS-TCP �ows (standard HS-TCP) switching on and off: (a) queueing delay at
the bottleneck; (b) loss rate.

of the mechanism provided in Section II is valid and is indepen-
dent of the �uid model.
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